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Abstract: Deep learning methods have been widely used in object detection in recent years as a result of 

advancements in artificial intelligence algorithms and hardware computing capacity. In light of the drawbacks of 

current manual testing mask wearing methods, this study offers a real-time detection method of mask wearing 

status based on the deep learning YOLOv5 algorithm to prevent COVID-19 and quicken the recovery of industrial 

production. The algorithm normalizes the original dataset, before connecting the data to the YOLOv5 network for 

iterative training, and saving the ideal weight data as a test set. The training and test results of the suggested 

approach are presented visually on a tensor board. With the help of cameras, this technique can collect faces, 

identify masked faces, and present prompts for mask use. According to experiment results, the suggested algorithm 

can match the requirements of real-world applications and has a high detection accuracy and good real-time 

performance. 
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1. Introduction

In recent years, face recognition has become crucial to computer vision and digital image processing. The use

of artificial intelligence technology is widespread. The impact of computer vision and natural language processing 

algorithms is notable when compared to the real effects of existing products, and is superior to existing manual or 

machine learning approaches. Target identification algorithms are employed in a variety of fields, including 

aerospace detection, traffic safety, and industrial equipment product detection, to name but a few [1, 2]. These are 

the primary application of computer vision algorithms. Visual algorithms perform better in situations involving 

several targets, a vast area, and multiple overlaps than conventional target identification and recognition techniques 

[3]. 

The rapid outbreak of a new pneumonia epidemic has gravely disrupted people's daily lives. In contrast to typical 

influenza, this pandemic can spread through human saliva and has a potent infection rate. Currently, China requires 

people to wear masks when using public transportation (trains, subways, planes, etc.) and in places where people 

congregate (shopping malls, hospitals, farmers' markets, etc.) due to the global spread of COVID-19, which puts 

the lives and property of 7 billion people in danger [4-7]. By preventing the virus from spreading over the initial 

barrier and isolating human saliva and airflow, wearing a mask can successfully protect both you and others. 

Manual inspection is the primary means of determining whether the personnel is wearing masks [8]. The staff will 

manually measure the temperature and oversee the use of masks by the passengers. During the busiest times of the 

day, detection is frequently overloaded. Much labor is wasted, and is unappreciative and ineffective. Often, human 

resources are unable to handle the high load. Some inspectors are stationed at the fixed entrances and exits, but 

not 24 hours a day [9-11]. In regions with a large people flow, the inspectors are very likely to overlook some 

passengers, which undermines the prevention and management of the epidemic. 

This research decides to take the well-known YOLOv5 target detection algorithm as the fundamental algorithm, 
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trying to determine whether the face is wearing a mask accurately and in real-time. Face data were randomly 

obtained from the Internet, re-labeled, and then proofread through labeling. The trained model may be quickly and 

readily deployed on mobile devices in addition to having great recall and accuracy. The camera can be used to 

gather data, detect data, and swiftly judge the mask wearing situation. The proposed method is crucial to the current 

effort to manage the epidemic, and worthy of investment.  

A few domestic academics are now researching mask wear detection. To detect the wearing of masks, Huangxiao 

Deng proposed using transfer learning and the retina face network, and achieved an average precision (AP) of 

86.5% on the validation set. Junjie Xiao employed the YCrCb and YOLOv3 techniques. The accuracy rate of 

wearing recognition was 82.5%, while the AP for mask detection was 89%. A mask identification approach was 

proposed by Zuodong Niu et al. to enhance the performance of the retina face network in natural scenes. The test 

results demonstrate the method's effectiveness in detection. The YOLOv4 approach, which has the best detection 

accuracy and speed and meets the detection needs of wearing masks in most situations, was employed by Junlin 

Guan et al. The lightweight CNN mask detection method was proposed by Wang et al. [12]. They also examined 

the pyramid box Lite model, the keras model based on the SSD algorithm, and the mask detection model based on 

the center face. After testing and analyzing these three models, they provided the benefits, drawbacks, and 

applicability of various approaches. The pyramid box algorithm of the Baidu company, the DFS algorithm of the 

Didi company, and the mask detection of Huawei's model arts platform were all studied by Zhengyu Xie et al., 

with the aim to offer a mask wearing detecting technology suitable for rail transit stations. 

With the speedy advancement of technology, our cameras and computers are now able to combine, analyze, and 

process data to rapidly and effectively determine whether people are wearing masks. This study proposes a mask 

wearing detection algorithm based on YOLOv5, in light of the research above, with the goal of addressing the 

challenge of recognizing occluded targets and small targets. The obtained image is first normalized, after which 

the YOLOv5 model is trained on the training image to produce the best network weights. Then, the test image is 

identified, and thoroughly analyzed. Experimental results show that the algorithm is more successful and practical 

than the approach suggested by the aforementioned researchers in terms of detection speed and accuracy. 

Users can utilize the proposed system for detection at any time, which offers 24-hour service under typical 

Internet conditions. The detection is as quick and precise as possible. The system is flawless in terms of safety, 

usability, and maintenance. The system can rapidly, correctly, and automatically determine whether people are 

wearing masks in images or videos, which has significant commercial potential and application possibilities. 

 

2. YOLOv5 

 

YOLO is simple to implement from the perspective of its principle. Many other algorithms can currently find 

targets, but they consume up too much resources [13-15]. It is difficult for some embedded devices to keep up 

with the demand. YOLO is frequently employed in large, quickly completed projects. In addition to images, it can 

also recognize videos in real time [16-18]. The original one-stage target detection algorithm of YOLO overcomes 

the disadvantages of the traditional two-stage target detection algorithm. It can complete classification and 

positioning of the targets in one step. 

A continuous iterative method is adopted by the YOLO series target detection algorithms. Modern technologies 

have contributed to the YOLO series' advancement into YOLOv5 [19, 20]. The two most well-known of YOLO 

algorithms are YOLOv3 and YOLOv5. In May 2020, Ultralytics LLC proposed YOLOv5, which can process 140 

frames per second and reason about images in as little as 0.007 seconds. This is fast enough for real-time video 

image identification. The construction is more compact than previous YOLO algorithms. YOLOv5's weight data 

file, which is 27 MB in size, is 1/9 the size of YOLOv4's. YOLOv5's extremely little weight file, which can be 

transported on mobile devices with lesser setup, is one of its benefits. 

YOLOv5 can quickly train its own data sets and is incredibly user-friendly using the PyTorch framework. This 

framework is simpler to implement than the Darknet framework used by YOLOv4. A lot of computer vision 

technology is incorporated into the code, making it simple to read and excellent for learning and referencing. The 

environment can be configured with ease, the model can be trained fast, and batch reasoning can deliver findings 

in real time. It is capable of accurately predicting the input of a single image, a batch of images, video, and even a 

webcam port. PyTorch weight files can be readily converted to the onxx format used by Android, where they can 

subsequently be converted to OpenCV format or, via Core ML, to iOS format where they may then be utilized 

directly in mobile applications. YOLOv5 has a remarkable target identification speed that can reach 140 frames 

per second. 

 

2.1 Network Structure 

 

Overall, YOLO series algorithms are composed of input, backbone, neck and prediction.  

The four network structures of the YOLOv5 series are the YOLOv5s, YOLOv5m, YOLOv5l, and YOLOv5x. 

The YOLOv5s network is the smallest of the four. While it has slightly lesser accuracy than the other three, it 
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offers the fastest detection speed. Figure 1 compares the performance of YOLOv5 networks. Compared with 

YOLOv5s, the other three networks continue to deepen and extend, which improves accuracy while marginally 

slowing down detection speed. This study chooses the YOLOv5s target detection model as the fundamental 

algorithm, which should be deployed to mobile or embedded terminals and should have a high detection speed. 

 

 
 

Figure 1. Performance comparison of YOLOv5 networks 

 

2.2 Input Terminal 

 

The input terminal adopts the mosaic data enhancement technique, adaptive anchor box and adaptive image 

scaling. The effectiveness of small target detection is considerably enhanced by mosaic data enhancement, through 

the operations of random scaling, random clipping, and random arranging. 

The main principle is to randomly cut a selected image and three random images, and splice them into a training 

image. This can enhance the image background and combine the four images to increase batch size. Four images 

will also be calculated during the batch normalization, enabling YOLOv5 to batch itself. 

YOLOv5 features anchor boxes with initial length and width for various datasets. There are a number of preset 

borders. The construction of the training samples—that is, the labels we apply—according to the offset of the 

actual border location from the preset boundary occurs during the training process. This is analogous to the preset 

boundary "framing" the target in its potential position before adjusting in accordance with those preset borders. 

The anchor box is defined as follows: Each box is described by the height and width of the border. One may 

initially think that this anchor box is not fixed. Numerous points can be created using the box on the image. The 

initial anchor box does not need to indicate the central location because we already have a central point, which is 

the point of the feature map produced by the subsequent network. The model's final effect is directly adjusted by 

choosing the right anchor. 

This method is integrated in the code, hence V5 is not fixed for V3 and V4. The best anchor box value from 

several training sets will be determined adaptively for each training. 

The image size is typically varied, but when we want to start the network training, we need to make sure that it 

is constant. But if we solely utilize resizing, our results will be impacted by image distortion. 

Consequently, a more effective technique—letterbox adaptive image scaling—is used. The size of the image is 

consistently maintained by the train. It creates a single, huge image the same size by combining the parts of the 

four images. 

The missing image is filled with gray edges to create a fixed size via letterbox adaptive image, which tries to 

maintain the aspect ratio. 

 

2.3 Backbone Network 

 

The backbone network employs the focus structure and CSP structure. 

The focus module's input channel has been increased by four times in YOLOv5 to increase computational power 

without compromising data. Block slicing is initially applied to the feature map, after which the results are 

concatenated before being sent to the subsequent modules. YOLOv5's most recent version switches out the focus 

module for a 6*6 convolution layer. Although the two requiring the same amount of computation, some GPU 

devices will benefit more from the 6*6 convolution effect. YOLOv5s converts 608*608*3 images into 

304*304*12 feature maps after focus processing, which somewhat enhances the functionality of the feature map. 

The feature map will then go through 32 convolution kernels once again to create a feature map with 304*304*32 

nodes. The focus module in YOLOv5s eventually makes use of a convolution kernel with a size of 32. 
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In V3 and V4, there is no focus structure. The V5 mode's innovation lies in this structure. Slicing is the key to 

the focus module (Figure 2). 

In YOLOv5s, the CSP structure splits the original input into two branches, performs convolution operations on 

each branch, reduces the number of channels, applies bottleneck * N on one branch, and then concatenates the two 

branches to equalize the input and output sizes of the Bottlenneck CSP, so that the model can learn more features. 

In YOLOv4, the CSPnet design concept is used as a reference, and the CSP structure is designed in the backbone 

network. Only the backbone network in V4 uses CSP structure, which is how V5 and V4 differ from one another. 

Two CSP structures are designed in V5. Take YOLOv5s network as an example, the backbone network adopts 

CSP1_ X structure, neck adopts CSP2_ X structure. 

Compared with the residual structure of YOLOv3. The structure of CSP net is not complex, so it can be 

considered that there are large residual edges in CSP. CSP net can also be easily applied to ResNet and ResNeXt, 

and its architecture is shown in Figure 3. Since only half of the characteristic channels pass through Res (x) Blocks, 

it is no longer necessary to introduce bottleneck. This makes it possible to theoretically lower the memory access 

cost (MAC) when performing fixed floating-point operations (FLOP). 

 

 
 

Figure 2. Slicing operation 
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Figure 3. CSPnet structure 

 

2.4 Neck 

 

As much information as possible is gathered by the "neck" structure, which is located between the head and the 

backbone, before the information obtained by the backbone is fed back to the head. By limiting the loss of small 

target information, this structure is crucial in the transmission of small target information. This is accomplished 

by increasing the feature map's resolution once more so that features from various backbone layers can be pooled 

to enhance overall detection performance. 

Comparatively speaking, the neck components—basically consisting of CBS, Upsample, Concat, and CSP (C3) 

without shortcut—are quite straightforward. 
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The FPN+PAN structure is also utilized in the design of Neck structure. FPN builds feature pyramids with the 

traditional structure in subgraph (a) of Figure 4, and uses top-down side connections to build high-level semantic 

feature maps on all sizes; The pan's construction is not unusual. The underlying target information is highly fuzzy 

after traversing the multilayer network in the midst of FPN. As a result, PAN strengthens and adds a bottom-up 

route to compensate for and balance out the positional information in Figure 4. 

 

 
 

Figure 4. PANnet structure 

 

2.5 Activation Function, Optimization Function and Loss Function 

 

The activation function non-linearizes the neural network, and determines whether the perceptron is excited. 

This nonlinearity of the activation function enables the deep network to learn complex functions. YOLOv5 uses 

two activation functions, namely Leaky ReLU and Sigmoid. 

The YOLOv5 model is optimized by Adam, whose performance facing sparse gradients is optimized through 

deviation correction. During model training and optimization, Adam achieves better optimization quality and 

speed by making each parameter to adapt to the learning rate. 

In YOLOv5, the loss function of the bounding box is GIoU loss: 

 

GIoU = IoU − |Ac − U| ∕ |Ac| (1) 

 

As an upgraded version of IoU, GIoU not only inherits the merits, i.e., effective comparison of the similarity 

between two arbitrary shapes and scale invariance, and makes up for the disadvantage that IoU cannot measure 

the distance between non-overlapping frames. 

 

3. Methodology 

 

YOLOv5’s recognition model can detect some objects more effectively on its own and has a quick recognition 

speed and good effect. To achieve the exclusive detection of small targets like masks and enhance the precision of 

mask wearing recognition, the mask wearing detection system developed in this research merely requires further 

network structure optimization and YOLOv5 model parameter adjustments. 

 

3.1 Training Algorithm 

 

The inputs of the training algorithm are the face mask dataset image and tag file. The following parameters are 

initialized: the number of training iterations, learning rate, batch size, size of input image, network configuration 

yaml file, IoU threshold of tag and anchor, loss coefficient, data enhancement coefficient. Each input image is 

preprocessed through brightness adjustment, as well as contrast, saturation and mosaic processing. Finally, the 

algorithm outputs the detection model that performs best in this training. 

The model is trained in the following steps: Firstly, prepare the original data, and divide them into a training set, 

a test set, and a verification set. Next, import data configurations and initial parameters, and preprocess the input 

data. After that, load the network model, extract the features of the input image, and locate and classify the objects. 

With the increase of iteration times, SGD is used to update and optimize each group of parameters in the network. 

If the current iteration is not the last round, produce the map of the current model on the validation set; If the 

calculated model has better performance, update the stored best model. After a set number of iterations, output the 

model with the optimal performance, and the model being trained the latest. 
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3.2 Overall Implementation 

 

The data gathered by the camera must first be preprocessed using the interface function of the free OpenCV 

package; the data is then prepared, the face mask images are screened and labeled, and the data set is randomly 

divided into the training, test, and verification sets; the model is trained by the proposed algorithm, and the most 

effective model for detecting facial masks is obtained; the obtained model is tested on the test data, and the final 

recognition results are drawn on the test images, namely, the position of the face and the mask's wearing status. 

 

3.3 Mask Wearing Identification 

 

The procedure of mask wearing recognition is depicted in Figure 5. The target to be detected first enters the face 

detection module in the form of an image to carry out the matching facial area recognition and marking operations 

at the beginning of the mask wearing recognition process; then, the mask wearing recognition module is activated 

to frame the face, and create an image; After classifying the images into groups based on whether or not the mask 

is worn, the module outputs the image recognition result about whether or not the mask is worn. 

 

Target to be tested

Face detection module

Mask

wearing identification 

module

Output test 

results

Face region recognition
Wearing a mask or not II 

classification

 
 

Figure 5. Flow chart of mask wearing identification 

 

4. System Design 

 

4.1 Dataset Production 

 

The mask wearing statuses are predefined into two classes: wearing masks and not wearing masks. The two 

classes are labeled as face and mask, respectively. It is important to prevent mistaking mouth-covering actions 

(e.g., covering your mouth with hands or clothes) as mask wearing, the data about the mouth being covered by 

hands or clothes are added specifically to the dataset. The visualization results are obtained by analyzing the dataset: 

the objects in the dataset are relatively uniform in distribution, and most of them are small and medium-sized. 

There is occlusion between objects, which is normal in daily scenes. However, the class distribution is a bit 

unbalanced, and should be alleviated in data preprocessing. 

The dataset folder has two subfolders: The image subfolder, and the label subfolder. The two subfolders store 

image and label txt files, respectively. The directory of images corresponds to that of labels. This is very important, 

for YOLO first reads the image path, and then directly replaces the image with label to find the label file. 

Data labeling can frame, track, and transcribe images, text, voice, video, and other data, making the data suitable 

for AI and machine learning. LabelImg, written in Python and designed with QT, is the most common visual image 

calibration tool for image annotation, which is crucial for deep learning-based object detection. Fast-R-CNN, 

YOLO, SSD and other datasets required by the target detection network can be handled by this tool to calibrate 

the targets in the image. The generated XML file follows the Pascal VOC format.  

Here, LabelImg is employed to train YOLOv5 model on our datasets. In the virtual environment, LabelImg is 

installed through PIP instructions, and the software is directly executed in the command line to start the data 

annotation process. Because YOLOv5 is applied in this design, the annotation format is directly changed to YOLO 

for annotation. The specific annotation process is as follows: open the image directory, set the directory for saving 

annotation files, and select automatic saving. Start labeling, framing, target labeling, save, and then switch to the 

next to continue labeling. 

The labeling produces a series of txt files, which are a comment file for target detection. The names of the txt 

files and image files correspond one by one. Next, we need to open the specific annotation file, which contains the 

following contents: Each line in the txt file represents a target, which is distinguished by spaces, representing the 

its class ID, the X coordinate and Y coordinate of the normalized center point, and the W and h of the target box. 

The subsequent steps include: modify the dataset configuration file, assign the completed data into training set, 

test set and verification set by 7:2:1, and place the images and label txt files in the right subfolders. 

 

4.2 Model Training 

 

The YOLO model is originally able to recognize simple objects. After training, the model will get the ability to 
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frame the face and judge whether the subject wears a mask. The model is trained in the following steps: 

First, create a mask under the data directory. Next, configure the yaml’s file, i.e., the dataset configuration file, 

with four contents, namely, the path of the validation image of the training set, the path of the validation image, 

the number of classes of the dataset, and the class alias of the dataset. 

Hence, create a mask under YOLOv5s models. Next, configure the yaml’s model configuration file, which 

configures the datasets required for training, with two classes: face and mask. 

Afterwards, select the pretraining weight file. The purpose is to shorten the training time, and achieve better 

accuracy. The 5.0 version of YOLOv5 provides several pretraining weights, which suit different needs. The greater 

the weight, the better the training accuracy, and the slower the detection. In this paper, the most suitable pretraining 

weight is YOLOv5s.pt. 

Finally, run the program for 100 epochs on the dataset, and set the image data as a batch of 4. The program will 

scan the data before training the model. 

 

4.3 UI Interface 

 

The UI image interface is developed by configuring PyQt in the PyCharm compilation environment and 

encapsulating it with PyQt5, aiming to realize image mask detection, video mask detection and camera real-time 

mask detection. When the interface starts, load the model, and set the directory of TMP to output the intermediate 

processing results. In the output, face and mask identify the target without and with mask, respectively. 

 

5. Experiments and Results Analysis 

 

5.1 Main Parameters 

 

Run the "NVIDIA SMI" command to see the model, memory, driver version of the current graphics card, the 

process using the card, and CUDA version (Figure 6). 

 

 
 

Figure 6. Equipment parameters 

 

5.2 Performance Metrics 

 

Our model was evaluated by precision, recall, mean Average Precision (mAP) and frames per second (FPS). 

Accuracy is a measure of accuracy, while recall is a measure of coverage. The higher the accuracy and recall, the 

better the recognition effect of mask wearing status. The mAP measures the recognition accuracy. The larger the 

mAP, the better the recognition effect. FPS measures the number of frames of images transmitted per second. The 

higher the value, the faster the recognition. 

 

5.3 Results 

 

The loss value of YOLOv5 includes position loss, confidence loss and class loss. Figure 7 shows the 

convergence curve of loss value after 100 iterations of training. The results show that our model achieved a good 

fitting effect. 

The confusion matrix indicates the classification accuracy. It can be seen that the detection accuracy of face and 

mask classes were 0.90 and 0.98, respectively. 

Figure 8 shows the performance metrics of YOLOv5 model for mask wearing recognition. After 100 iterations, 

the model achieved convergence. During model training, accuracy and recall rate improved stably, and the mAP 

46



remained at a high level. The maximum precision, recall, and mAP of the trained model reached 0.987, 0.996 and 

0.981, respectively. 

On a test set of 349 random images, the P-R curve was drawn for our model by calculating the highest accuracy 

under different recall rates (Figure 9). The test results show that our model recognized objects quickly in practical 

application, and basically met the speed requirements of real-time detection. 

The training results demonstrate the high detection accuracy of our model. No object was missed by the model, 

despite the high number of objects in the images. The model also effectively filtered interferences like mouth 

covering by hands or clothes. 

Figure 7. Training loss curves 

Figure 8. Metrics of YOLOv5 model 

The proposed YOLOv5 algorithm, a real-time detection method, reached a speed of 130 f/s and an accuracy rate 

of about 95%. Meanwhile, it lowered the performance requirements of the hardware, and controlled the amount 

of calculation, thus meeting the needs of real-time detection. 

Figure 10 and Figure 11 show the results of the UI interface, which supports the functions of image mask 

wearing detection, video mask wearing detection and camera real-time mask wearing detection. The results of 

image mask wearing detection show that our model can accurately identify the mask wearers and non-mask 

wearers, in the face of dense crowds. Hence, YOLOv5 algorithm is superior in mask wearing detection. 
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Figure 9. P-R curve 

Figure 10. Image mask wearing test 
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Figure 11. Camera real-time mask wearing detection 

5.4 Algorithm Comparison 

To further validates its superiority, our algorithm was compared with SSD, fast-R-CNN and YOLOv3, three 

common target detectors, using the control variate technique. The results are displayed in Table 1. The comparison 

shows that our algorithm significantly outshines the other algorithms in mAP and recognition speed. The excellent 

performance is realized with a small size, low cost, and high efficiency. 

Table 1. Comparison between algorithms 

Detection algorithm mAP/% FPS Mask/% Face/% 

SSD 74.12 16.8 73.20 70.56 

Fast-R-CNN 77.55 8.7 74.09 76.77 

YOLOv3 80.66 50.54 76.75 79.36 

Our algorithm 98.10 70.33 96.64 97.23 

6. Conclusions

This study proposes a YOLOv5-based mask wearing identification approach, and develops and applies a

lightweight YOLOv5 enhanced network to enhance target detection speed and accuracy while minimizing model 

parameters. K-means++ clustering is applied to customize the datasets, and the anchor box size of the target 

samples is optimized. Experiments demonstrate that even in complicated situations, the model maintains good 

accuracy, detection speed, and robustness. The algorithm performs well in terms of multiple targets, quick 

detection times, and small model parameters. 

The model may considerably reduce dependence on the hardware environment, compress and accelerate 

reasoning speed, maximize model accuracy, and best suit the needs of actual applications. It can be used in 

conjunction with the mask wearing identification system to provide efficient public health protection monitoring, 

advance the intellectualization, scientific level, and humanization of the mask wearing detection process, and is 

crucial for fostering a secure environment in public. 

There are still a few missed detections and false detections in the real detection because of uneven illumination, 

target occlusion, dense crowd, and other issues. We will continue to investigate this issue and contribute 

appropriately to the prevention and management of epidemics in the future. In addition to figuring out how to 

effectively deploy the mobile terminal model, the follow-up work will also verify and enhance the suggested model 

in real-world applications. At the same time, the integration of mask wearing and other related functions will result 

in a more functional safety and health supervision system, better suited to the current societal demands. 
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