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Abstract: This study explores hybrid deep learning architectures for the classification of financial sentiment, focusing
on the integration of the Convolutional Neural Network (CNN) with the Support Vector Machine (SVM) and the
Random Forest (RF). CNN, with its powerful feature extraction capabilities, was combined with SVM’s ability to
handle non-linear decision boundaries, while RF enhanced model generalization through ensemble learning. The
proposed hybrid frameworks addressed two fundamental challenges in sentiment analysis: overfitting and class
imbalance. These challenges were mitigated, resulting in improved model accuracy and reliability compared to
standalone methods. Empirical evaluations demonstrated that the CNN-SVM model achieved competitive or superior
validation accuracy and loss, indicating its suitability for precise financial sentiment classification. By enabling
more accurate sentiment categorization, the model provides actionable insights for financial analysts and investors,
thereby supporting better market assessment and investment decision-making. Future work is suggested to incorporate
advanced techniques such as adversarial training and domain-specific pre-trained models to further enhance model
performance.

Keywords: Finance; Deep learning; Convolutional Neural Network; Hybrid models; Sentiment analysis; Support
Vector Machine; Random Forest

1 Introduction

The process of analyzing financial feelings with deep learning involves the application of deep learning
methodologies to understand and assess the emotions and sentiments expressed by people and the general public on
financial and economic topics. This research involves the use of financial and economic knowledge information such
as financial reports, market information, and economic signals. Machine learning, particularly in the kind known
as deep learning, was employed for the training of the computer models for the purpose of extractive processing of
the stuff and financial data in particular. Such models include, for instance, the use of deep neural networks, which
consist of complex structures designed to carry out highly detailed data computation and to recognize the existence of
certain patterns or trends. The objective of this technology is to improve the decision-making process in investment
by providing investors and financial analysts with better evaluations of the financial and economic environment. In
addition, it can be used as a tool for market research to monitor the trends of financial markets as well as to predict the
tendencies in the near future. Using deep learning approaches to analyze feelings about money, there is an opportunity
for different parties, including persons, businesses, and organizations, to obtain a better understanding of financial
markets and their behavior. Due to this improved perception, they can be in a better position to make better monetary
decisions towards investments.

CNN integration with SVM and RF as a tool for financial sentiment classification represents a major leap forward
in the use of deep learning applications in this area. SVM and RF are highly capable at classification, whereas CNN
can extract in-depth textual data features. This study proposes models that combine the strengths of these approaches
to tackle issues of sentiment analysis in finance.

The CNN-SVM hybrid model proposed in this study employs CNN to extract features and to discover semantic
and syntactic patterns from financial texts such as articles, reports, and social media posts. SVM, being robust to
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complex decision boundaries and its ability to curb overfitting while working in the multi-class scenario, classifies the
extracted features. In addition, CNN-RF uses CNN to learn features and uses RF as an ensemble classifier to deal
with high-dimensional feature space and noisy datasets to increase generalizability and robustness.

In contrast to regular deep learning methods that depend solely on neural net structure, these hybrid models
prioritize interpretabilility and efficiency. The models leverage the strengths of traditional classifiers with CNN to
resolve common problems, like class imbalance and overfitting, found in financial sentiment datasets. This integration
increases both classification accuracy and reliance on prediction and gives a more extensive understanding of financial
sentiments.

What these advances mean in practice, however, is profound. For investors and financial analysts, correctly
labeling sentiments as positive, negative, or neutral helps them analyze market and economic trends in a better way.
The proposed hybrid models have the ability to improve the decision-making processes, and their utilization in market
research and investment strategies can substantially improve actionable insights extracted from many sources of
financial data.

The selection between these two hybrid models depends on the nature and size of the dataset, the requirement for
a specific sentiment analysis task, and computational capacities. Both of the hybrid models have the aim of increasing
the accuracy and the reliability of sentiment analysis in financial contexts by combining outstanding deep learning
feature extraction methods, namely CNN, with stable classification algorithms such as SVM or RF. In an attempt to
compare the performance of both methodologies, researchers and analysts often conduct experimentation with one or
the other and sometimes both.

2 Literature Review

Sentiment analysis has turned out to be one of the fundamental tools for financial analysis that helps stakeholders
to extract actionable insights from unstructured big textual data sources such as news articles, social media, financial
reports, etc. Following recent breakthroughs in machine learning and deep learning techniques, sentiment classification
is becoming both more accurate and more efficient. This observation is especially notable as hybrid deep learning
models have demonstrated an exceptional capability to learn and capture the most nuanced of all financial sentiments.
This section synthesizes existing studies to offer a broad overview of the field.

Recently, CNN-based techniques have been shown to be an extremely powerful method for extracting high-level
features from raw text data. Although Kim [1] demonstrated CNN’s utility for sentence classification, it has not yet
been applied to financial sentiment analysis. Following that, Zhang and Wallace [2] showed how sensitive CNN
architectures are to different hyperparameters and the critical need to tune these hyperparameters. When these models
are combined with cutting-edge classification algorithms, better sentiment analysis scores can be consistently obtained
compared to traditional approaches. There are numerous studies that have applied deep learning to the problems of
stock market predictions. Akita et al. [3] combined deep learning models to predict stock trends using numerical and
textual data. Hu et al. [4] also proposed a framework with news data to predict trends, which involves textual analysis
to examine market movements. Ding et al. [5, 6] further extended deep learning in financial contexts by introducing
structured events with which they were able to predict stock price movements using structured financial data.

A lot of work has been done to explore how effective CNN in combination with SVM or RF would be for sentiment
classification. Using topic-based sentiment analysis on Twitter data, Si et al. [7] revealed that hybrid approaches
are indispensable where social media dynamics are concerned. Nguyen et al. [8] extended this work by applying
lexicon-based approaches to sentiment analysis using StockTwits data, and found the shortcomings of only using
lexicon-based approaches and hybrid approaches. The CNN-SVM model uses CNN for feature extraction and
uses SVM for classification. Cortes and Vapnik [9] and Joachims [10] pointed out the good behavior of SVM for
multi-classification problems and how it is immune to the order of some variables. The methods integrating CNN
with RF have also been explored. For example, Breiman [11] discussed the ensemble capability of RF on handling
large and noisy datasets.

Deep learning has recently brought forth novel techniques for performing sentiment analysis. For the case of
financial time series forecasting, Widiputra et al. [12] used a CNN-LSTM framework as an appreciation of both the
CNN for feature extraction and the LSTM for temporal modeling. Liu et al. [13] included adversarial training in their
models and the authors were able to show how it can be beneficial in the quest to improve robustness by minimizing
the effects that come with noisy or even adversarial inputs. These progress in turn stresses the usefulness of hybrid
convolutional and recurrent structures in financial analysis, specifically in applications that demand spatial structuring
as well as sequential features learning, Nelson et al. [14] employed the Long Short-Term Memory (LSTM) networks
for stock movement prediction.

The development of FinancialBERT and more domain-specific models like it has been revolutionary for financial
natural language processing (NLP). FinancialBERT, a pre-trained model for financial text mining, was introduced by
Yang et al. [15] and is already achieving state-of-the-art results on sentiment classification tasks. All of this highlights
that domain-specific adaptation contributes greatly to the performance of models.
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Over the last couple of years, the use of the market variables with textual data has been a common feature in
sentiment analysis. Wen et al. [16] showed that trends can be forecasted by means of high-order time series, providing
means for integrating quantitative time series data with textual data for improved prediction. Some work that is similar
to this has been done by Li et al. [17]. The elements of market fundamental and textual analysis have not been worked
through as comprehensively as they are in this paper. By using this approach of integrating structured financial data
indicators with unstructured textual sentiment, then the market behavior assessment can be analyzed from a more
rounded perspective.

However, in spite of excellent progress made in the field of financial sentiment analysis, there are still many
issues that deserve attention. As overfitting becomes an innate problem, as Nelson et al. [14] stated, regularization
techniques and hyper parameter optimization have to be employed. In financial datasets, one of the issues is class
imbalance, which can be addressed by weighted loss functions and advanced sampling techniques. According
to Ding et al. [6], future research should address the interpretation of hybrid models so that they can enhance
decision-making. Moreover, sentiment classification accuracy can be improved by integrating diverse data sources,
such as the integration of structured financial reports with unstructured social media data. Feng et al. [18] reported
emerging techniques, such as Generative Adversarial Network (GAN) and reinforcement learning, as interesting areas
for future research.

The discussion has been further substantiated with the additional references which provide insights into distinct
methodologies. The fundamentals of gradient-based learning lay the foundations for what modern CNN is built
on today, as emphasized by LeCun et al. [19]. Peng and Jiang [20] and Liu et al. [13] revealed that loading word
embedding with deep neural networks improves the accuracy of prediction in financial environments. This combination
improves semantic and syntactic interpretability for real textual data to provide more accurate contextually-driven
financial forecasts to the model.

Fine-grained opinion extraction is an important problem, and as a result, there have been great strides in the
methods for aspect-based sentiment analysis (ABSA). Wankhade et al. [21] provided a survey of ABSA techniques
for financial domains and found that they can be adapted. This landscape has been further enriched with the advent
of multi-modal sentiment analysis. Pandey and Vishwakarma [22] conducted a review of applying deep learning
on multi-modal sentiment analysis, particularly with regard to the integration of textual, visual and audio data to
better interpret sentiments. Combining financial time series analysis with deep learning methods has seen interest as
an ability to capture temporal dynamics. Chen et al. [23] surveyed deep learning models for standalone and hybrid
models for financial time series prediction, and concluded that integrated approaches for sentiment-driven financial
forecasting are more effective in financial forecasting. In addition, as for this utility of hybrid feature extraction
techniques, such as Word2Vec-TFIDF, which combines Word2Vec with Term Frequency-Inverse Document Frequency
(TFIDF), George and Murugesan [24] showed their utility in enhancing the analysis of sentiment in financial news
headlines.

As such, Mohamed et al. [25] developed a hybrid lexicon and deep learning model called LexDeep to analyze
unemployment-related Twitter discourse on COVID-19. Finally, this model serves to demonstrate that hybrid methods
are adaptable to domain-specific applications such as financial crises. In sector-level sentiment analysis, Almalis et
al. [26] extended use cases of deep learning to financial markets and showed how granular insights in the financial
markets may be obtained. Furthermore, Ewald and Li [27] also studied how news sentiment contributes to forecasting
commodity prices, thus filling the gap between financial forecasting and sentiment analysis.

3 Methodology

The method used in this study is centered around a mechanical framework designed to investigate and analyze the
research question.

3.1 CNN

CNN is a type of neural network that is specifically designed to cater to the format of feed data, images in the
form of photographs or any format that is arranged in a matrix [19]. CNN uses convolutional filters to obtain feature
hierarchies from the input it receives. In the studies relying on the sentiment analysis of financial language, CNN
has been applied to extract all semantic and syntactic features from the input texts [2, 20]. The convolutional layer
develops its own filters to build up feature maps which are further passed on to the pooling layer to get the important
features. Several convolutional-pooling layers allow the extraction of the features up to alternative abstraction levels.
It has been observed that many features generated out of CNN contain a lot of useful discriminative information that
would help in achieving a very accurate sentiment classification.

3.2 SVM

SVM is one of the most commonly used machine learning algorithms that is employed in different fields. It
is a kind of supervised technique for learning by training that is applicable in cases of classification as well as
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regression. SVM is the type of supervised machine learning model commonly used for the purpose of classification
tasks [9]. It is a type of classification algorithm with the objective of looking for the so-called hyperplane to fully and
representatively separate the diverse classes. Each hyperplane is placed in such a way that maximizes the distance
between the support vectors – the points which are most distant from the separating boundary. SVM has known
capacity to respond to intricate decision boundaries and multi-class conditions appropriately [10]. When it comes
to sentiment analysis, SVM can be used for performing the multi-class classification. This classification process
involves employing features extracted from CNN to categorize financial text into three sentiment polarities. It is either
positive, negative or neutral [4]. Optimization of the SVM, together with the concept of large margin separation, leads
to improved generalization performance and the ability to classify new unseen data samples.

3.3 RF

RF, also referred to as random decision forest, is a machine learning algorithm that is made up of many decision
trees.

RF is another kind of classification model based on the family of ensemble models constructed with a number of
decision trees [11]. In each decision tree, the features of the learning dataset are randomly selected for training the
tree. Invoking the case of sentiment classification, the features that are extracted from CNN are used as features by
multiple decision trees. They also do independent multi-class sentiment classification with each tree. The macro-level
sentiment polarity is then determined through voting or averaging of the forecasts from all trees [13]. In fact, RF
employs many uncorrelated models in order to strengthen the accuracy and robustness of the forecast, which is better
than that of an independent decision tree. The application of ensemble methods allows for the idea of gaining stability
when there is noise inside complex textual data.

3.4 Hybrid Models

In this concept, hybrid models are described as a type of computational model that consists of many techniques or
methods that are used in solving a specific problem or task.

(a) CNN-RF hybrid model
CNN-RF is a synergistic model between CNN and RF. The hybrid model combines CNN and RF classifiers [6, 14].

Firstly, for the CNN, convolutions and pooling methods are used to obtain HFRs by entering other financial text data.
RF classifier inputs are characteristics that incorporate semantic knowledge. RF is a set of decision trees that work
independently, but with a goal of multi-class sentiment classification. For the rating-sentiment, the overall polarity
of the sentiment is computed from the individual trees by voting or averaging [14]. The hybrid CNN-RF model
integrates the feature learning technique of CNN and the ensemble technique of RF to enhance the performance of
sentiment analysis.

(b) CNN-SVM hybrid model
SVM-CNN is one of the frequently used deep learning models, which includes CNN with SVM in its framework [6,

20]. In the CNN module, textual features are obtained by convolving the input text. The capturing characteristics of
semantic relationship properties are then forwarded to an SVM classifier. In this case, SVM is applied to the task of
multiple-class classification. It does this by using trained decision hyperplanes to identify the separation of sentiment
into the positive, negative and neutral categories. This model combines the feature-extracting skills of CNN with the
general skills of SVM for sentiment classification [20].

3.5 Model Parameter Settings

(a) CNN architecture
• Embedding layer: The vocabulary size (vocab size) was set to 10,000 words, the embedding dimension was set

to 128, and the input length (max length) was fixed at 200.
• Convolutional layer: The number of filters was set to 64, the kernel size was set to 5, and ReLU was used as the

activation function.
• Pooling layer: Global Max Pooling was employed as the pooling type.
• Dense layers: The first dense layer consists of 64 neurons with ReLU activation. The output layer is composed

of three neurons, corresponding to the sentiment classes, with the use of a softmax activation function.
(b) Optimizer and loss function
• Optimizer: Adam was employed as the optimizer.
• Learning rate: The default learning rate from the Keras Adam optimizer was used.
• Loss function: Sparse Categorical Crossentropy was used as the loss function for multi-class classification.
• Metrics: Accuracy was used as the evaluation metric.
(c) Training settings
• Epochs: The model was trained for 100 epochs.
• Batch size: A batch size of 64 was used.
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• Validation split: 20% of the dataset was allocated for validation.

3.6 Network Architecture

The architecture of the network was defined as follows: input → embedding layer → Conv1D → global max
pooling → dense layer (ReLU) → dense output layer (Softmax).

CNN is used both as a classifier and a feature extractor. For feature extraction, all layers except the final dense
layer are retained.

3.7 Optimization Strategies

(a) CNN optimization
Early stopping can be implemented to prevent overfitting. In addition, hyperparameter tuning can be considered,

such as the learning rate, filter size, and kernel size, via grid search or random search.
(b) Feature-based models
• RF: The number of trees (n estimators) was set to 100, and the random state was fixed at 42 for reproducibility.
• SVM: The kernel was set to linear, and the regularization parameter (C) was set to 1.0.

3.8 Data Preprocessing

(a) Text data preprocessing
• Tokenization: Text was converted into integer sequences using the Tokenizer from Keras.
• Padding: Padding was applied to ensure uniform sequence length, with a maximum length (max length) of 200.
• Label encoding: String labels were converted into integers using LabelEncoder.
(b) Dataset splitting
• Train-test split: The dataset was split into 80% for training and 20% for testing.
• Random state: A random state of 42 was used.

3.9 Evaluation Metrics

• Accuracy: Accuracy was used to evaluate the overall performance.
• Classification report: The classification report included precision, recall, and F1-score for each class.
• Confusion matrix: The confusion matrix was used to visualize prediction errors.
• Plots: Plots of accuracy/loss over epochs and sentiment distributions were generated to provide insight into

model behavior.

4 Results

In this study, two hybrid models, CNN + RF and CNN + SVM, were developed for financial sentiment analysis
and compared for their performance. The analysis is based upon examining validation accuracy and validation loss
with respect to varied training configurations in order to highlight the strengths and weaknesses of each model.

4.1 Performance of the CNN + RF Model

(a) Model configuration and results
Table 1 shows the configuration and performance results of the CNN + RF model.

Table 1. Configurations of the CNN + RF model

Configuration Epochs Batch Size Validation Accuracy Validation Loss
Configuration 1 150 64 0.6801 2.2488
Configuration 2 100 64 0.6869 2.0131
Configuration 3 50 64 0.6818 1.9538

(b) Performance summary
The highest validation accuracy (0.6869) was achieved by Configuration 2. The lowest validation loss (1.9538)

occurred in Configuration 3.

4.2 Performance of the CNN + SVM Model

(a) Model configuration and results
Table 2 shows the configuration and performance results of the CNN + SVM model.
(b) Performance summary
The highest validation accuracy (0.6938) was achieved by Configuration 2. The lowest validation loss (1.7226)

also occurred in Configuration 2, outperforming all CNN + RF configurations.
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Table 2. Configurations of the CNN + SVM model

Configuration Epochs Batch Size Validation Accuracy Validation Loss
Configuration 1 150 128 0.6801 2.3228
Configuration 2 100 64 0.6938 1.7226
Configuration 3 50 64 0.6903 1.8402

4.3 Key Observations

(a) Comparison of models
CNN + SVM consistently outperformed CNN + RF in both validation accuracy and validation loss. The highest

validation accuracy of CNN + SVM (0.6938) exceeded that of CNN + RF (0.6869). The lowest validation loss of
CNN + SVM (1.7226) was significantly better than CNN + RF (1.9538).

(b) Overfitting
Training accuracy for CNN peaked at 0.92 after 100 epochs, with a corresponding loss of 0.10. However, validation

accuracy decreased from 0.69 to 0.67, and validation loss increased to 2.37, indicating overfitting.

4.4 Model Superiority

CNN + SVM (Configuration 2) outperformed other configurations, yielding the highest accuracy and the lowest
loss. As seen in Table 1, the proposed CNN + RF method has a slightly higher validation loss compared to the results
of the SVM method, meaning that SVM is more appropriate in this case.

Figure 1. Sentiment distribution (CNN+RF)

Figure 2. Pie chart sentiment distribution (CNN+RF)
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4.5 Insights on Hybrid Models

Combining the deep learning model (CNN) with conventional machine learning models (RF and SVM) has proved
to be more efficient. The combination of CNN and SVM turned out to be relatively easy to implement and highly
effective for the task of financial sentiment analysis.

The final validation accuracy achieved was 0.666, which is pretty close to the test accuracy of 0.666. The other
method is alignment, which, in addition to this performance graph, further supports the presence of overfitting. The
model performed so much better on the training data versus unseen data. The performance was evaluated against
various metrics, including precision, recall, and F1-score. The overall performance was found satisfactory, but areas
for improvement remain. The class 0 has the worst performance of the classes in the confusion matrix by frequently
misclassifying. This can be provoked by imbalance between classes. CNN + RF model displays an obvious sign of
overfitting on the whole since it has a lackluster metric difference from training metrics to validation as well as test
metrics. The performance of the RF classifier is also not good enough to compensate for the overly fitted features of
the CNN which would lead the model to be very hard to generalize.

The figures can help learn how the training and evaluation of the model. Figure 1 and Figure 2 show that the
dataset has a large class imbalance, with positive sentiment being the minority class (30.8%) and neutral sentiment
being the majority class (53.6%). Careful data preprocessing is required due to this imbalance since the model is
likely to end up predicting an unbalanced dataset of ratios.

The confusion matrix of CNN + RF is shown in Figure 3 and has better performance in identifying neutral
sentiment than negative sentiment. This discrepancy indicates that the model needs to be refined to give better
minority class performance.

Figure 3. Confusion matrix (CNN+RF)

Figure 4. Model accuracy (CNN+RF)
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The challenge of overfitting with the CNN + RF model is also demonstrated in Figure 4. Finally, training accuracy
and loss were steadily improved, but validation metrics revealed a large discrepancy. Such overfitting points to the
value of using strategies like regularization, dropout, or reducing model complexity to improve generalization.

In order to improve the performance of CNN, advanced regularization techniques, such as increased L2
regularization and dropout layers, were suggested. The result showed that these methods can solve the issue of
overfitting, i.e., poor generalization on unseen data when the model becomes too tailored to the training data.

Other potential improvements are as follows:
a) Addressing class imbalance: To ensure a better class distribution for the classes inside the dataset to improve

the model performance for all classes.
b) Hyperparameter optimization for RF: The performance of the RF model can be fine-tuned once by passing

parameters like n estimators (number of trees) and max depth.
c) Use of CNN as a feature extractor: Using the CNN to obtain features and then feeding them to a linear model

like SVM instead of RF for better results.
Finally, overfitting was proven to still be the major source that limits the performance in this research. The

sentiment analysis was performed in the financial domain using a hybrid CNN-SVM model. The approach suggests a
need for a systematic improvement in feature extraction, hyperparameter tuning, and class handling for better results.

For classification imbalance in the dataset used, Figure 5 and Figure 6 show the effect of class imbalance on the
model classifying minority classes (negative sentiments).

Figure 5. Sentiment distribution (CNN + SVM)

Figure 6. Pie chart sentiment distribution (CNN + SVM)
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As shown in Figure 7, the CNN-SVM model does relatively better on neutral and positive classes. However, there
is still room to improve for the negative sentiments.

As illustrated by Figure 8, overfitting is a major challenge, and the only few ways to correct it for the model to
generalize properly are regularization, dropout, or introducing more data in the dataset.

Figure 7. CNN+SVM confusion matrix

Figure 8. CNN+SVM model accuracy

According to Table 3, the key observations are as follows:
a) Validation accuracy
CNN + SVM always was better than CNN + RF in validation accuracy and had greater accuracy compared with

CNN + RF (0.6938 vs. 0.6869).
b) Validation loss
CNN + SVM achieved lower validation loss (1.7226) compared to CNN + RF (1.9538), indicating better

generalization.
c) Class-wise performance
The performance of both models was comparable with classification for the neutral class, but struggled in terms

of negative sentiments. Classification of the minority classes was marginally better with CNN + SVM.
d) Overfitting
Both models were overfitting, but CNN + SVM showed slightly better validation performance (i.e., better

overfitting resistance).
e) Robustness
In all, CNN + SVM turned out to be the overall more robust model because of higher validation accuracy and

lower loss.
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The CNN model achieved test accuracy of 0.686, which matches well to the validation accuracy and is lower
than training accuracy. It reinforces that there is overfitting present in the model. Furthermore, further insight on
the classification report was presented with metrics, i.e., precision, recall, and F1-score, for each class. The overall
performance is adequate, but still a great deal of improvement is possible. It can be observed from the confusion
matrix that the most problematic thing is with predicting class 0. It seems that many samples belonging to that class
are misclassified as the other classes, which is probably due to the poor class imbalance characteristics of the dataset.
To overcome these difficulties, several strategies were suggested, such as applying more robust regularization methods,
coping better with class imbalance, as well as further tuning the hyperparameters, for better overall and generalization
performance. Although improvements would not likely outperform, it would likely produce better predictions on
minority classes and reduce the disparity of training and validation metrics observed currently.

Table 3. Comparison of both models

Aspect CNN + RF CNN + SVM

Dataset
distribution

Both models faced the same class
imbalance, with neutral sentiments

dominating (53.6%).

The same dataset distribution challenge,
with similar performance variations by

sentiment class.
Best

validation
accuracy

0.6869 (Configuration 2 with 100 epochs
and a batch size of 64).

0.6938 (Configuration 2 with 100 epochs
and a batch size of 64).

Best
validation loss

1.9538 (Configuration 3 with 50 epochs
and a batch size of 64).

1.7226 (Configuration 2 with 100 epochs
and a batch size of 64).

Confusion
matrix

insights

Better performance on the neutral class but
struggled with minority classes (negative

sentiment).

Slightly better performance on minority
classes (negative sentiments) than

CNN+RF.
Training
accuracy Reached about 92% during training. Similar, reaching about 92% during

training.

Overfitting
behavior

Overfitting observed, validation accuracy
plateaued, and validation loss increased

over epochs.

Overfitting observed but slightly better
validation performance compared to

CNN+RF.

Performance
trends

Stronger on neutral class; higher validation
loss indicates less robust generalization.

Higher validation accuracy and lower
validation loss indicate better

generalization; better at minority class
handling.

5 Conclusions

The results indicate that the proposed CNN-SVM and CNN-RF hybrid models are capable of having significantly
better generalization capabilities than standalone approaches. The CNN–SVM model showed consistent improvements
over the traditional methods in multi-class sentiment classification tasks by using CNN for robust feature extraction
and SVM for handling complex decision boundaries. Likewise, the CNN-RF hybrid model was able to tackle
high-dimensional and noisy datasets by utilizing the ensemble presented by RF, thereby improving in general the
reliability of sentiment predictions. In this study, two key innovations were introduced, i.e., relying on the accuracy
in extracting intricate semantic patterns of CNN coupled with the classification robustness of SVM and RF. These
approaches can successfully deal with long-standing issues in financial sentiment analysis, including overfitting and
class imbalance. The presented hybrid frameworks outperform existing models that often fail on these tasks with
respect to both accuracy and interpretability.

These hybrid architectures were analyzed comparatively with previously published research, highlighting the
gains achieved. In addition, even though standalone CNN, amongst other deep learning models, can provide very
powerful feature extractors, it lacks the precision and stability of using traditional classifiers. This gap was filled by
the proposed methods that achieve improved generalization and robustness and remediate these critical limitations of
existing sentiment analysis techniques. The broader implications of this study are in using the developed features to
advance sentiment analysis techniques in financial contexts and to understand the behavior of financial asset data. The
hybrid models help investors, analysts and organizations make better decisions by allowing the sentiment classification
to be more reliable. In future work, adversarial training might be added to further improve model robustness or
possibly pre-trained domain-specific models. For instance, FinancialBERT could yield good performance in more
niche financial datasets. The applicability of these directions can also extend hybrid approaches to dynamic financial
environments and further refine such hybrid approaches.
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