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Abstract: Stance, a critical discourse marker, reflects the expression of attitudes, feelings, evaluations, or judgments
by speakers or writers toward a topic or other participants in a conversation. This study investigates the manifestation
of stance in the discourse of four prominent artificial intelligence (AI) chatbots—ChatGPT, Gemini, MetaAI, and Bing
Copilot—focusing on three dimensions: interpersonal stance (how chatbots perceive one another), epistemic stance
(their relationship to the topic of discussion), and style stance (their communicative style). Through a systematic
analysis, it is revealed that these chatbots employ various stance markers, including hedging, self-mention, power
dominance, alignment, and face-saving strategies. Notably, the use of face-saving framing by AI models, despite
their lack of a genuine “face,” highlights the distinction between authentic interactional intent and the reproduction
of linguistic conventions. This suggests that stance in AI discourse is not a product of subjective intent but rather
an inherent feature of natural language. However, this study extends the discourse by examining stance as a feature
of chatbot-to-chatbot communication rather than human-AI interactions, thereby bridging the gap between human
linguistic behaviors and AI tendencies. It is concluded that stance is not an extraneous feature of discourse but an
integral and unavoidable aspect of language use, which chatbots inevitably replicate. In other words, if chatbots must
use language, then pragmatic features like stance are inevitable. Ultimately, this raises a broader question: Is it even
possible for a chatbot to produce language devoid of stance? The implications of this research underscore the intrinsic
connection between language use and pragmatic features, suggesting that stance is an inescapable component of any
linguistic output, including that of AI systems.

Keywords: Stance; AI; Natural language processing (NLP); Discourse; Hedging; Self-mention; Face-threatening act
(FTA); Face-saving act (FSA)

1 Introduction

Stance has been described differently by scholars. To some, it is the attitude or perspective of a writer or speaker
towards a topic in discourse. To others, it refers to how speakers or writers express their attitudes toward others
to either reflect dominance or friendship [1]. Chafe [2] posited that stance-taking is a crucial aspect of identity
construction, as it is used by speakers to display who they are and how they relate to others. Kiesling [3] defined stance
as a person’s expression of their relationship to the topic (epistemic stance) or the expression of their relationship to
their interlocutors (interpersonal stance: friendly or dominating). According to Biber and Finegan [4], the expression
of stance involves lexical and grammatical markers that encode an individual’s subjective positioning toward a
proposition or interaction.

These definitions of stance demonstrate that stance in discourse refers to a speaker’s or writer’s expressed attitude,
evaluation, perspective, or intersubjective positioning toward the topic of discourse, which is often conveyed through
lexical, grammatical, and interactional choices. In short, it is a writer’s approach to the topic, style, and audience or
other participants in the discourse. Meanwhile, stance can operate in three different categories. Conrad and Biber [5]
presented the three categories of stance as epistemic stance (reliability of a topic/knowledge), interpersonal stance
(speaker’s attitudes towards others), and style stance (how information is presented in terms of voice and personality).

Since stance-taking in human writing can be evaluated through how people interact with the topic of discussion,
audience or other participants, and style of communication, this study investigates how AI-assisted chatbots take
stances during text generation by identifying how they express their positions, perspectives, or attitudes toward a topic
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and how they perceive one another. Currently, the four prominent conversational AI chatbots in global technology
are ChatGPT (OpenAI), Gemini (Google DeepMind), Bing Copilot (Microsoft), and Meta AI (Meta). These tools
are capable of simulating human-like conversations by generating texts using human language. Their algorithm
employs natural language processing (NLP) techniques to engage users effectively [6]. The developing role of these
AI chatbots in communication has drawn attention to their use of language. For instance, Chen and Ren [7] submitted
that AI models exhibit distinct conversational styles, as ChatGPT performs the worst at conversational discourse while
Copilot exhibits stronger conversational abilities. This finding demonstrates that AI chatbots do not share a uniform
conversation style; rather, each one exhibits various stylistic patterns when generating conversational text [7]. This
shows that the use of natural language requires incorporating pragmatic and interactive functions such as stance. In
other words, natural language cannot be employed without pragmatic information, as it is inherently embedded in the
code and “baked in” with the basic communicative function. Therefore, the question is not whether the bot language
incorporates pragmatic functions, but if it does it coherently and in a human fashion.

The current study focuses on stance-taking in AI language use by examining how chatbots linguistically position
themselves, convey attitudes, and align with or distance themselves from others. This research analyzes stance as
a pragmatic feature of AI-generated discourse to extend our understanding of AI chatbots—not just as tools for
conveying information, but as agents capable of shaping human-like interactional dynamics. One other concern
of this study is the curiosity about whether conversational AI models are only built to interact with humans alone,
or they are also designed to acknowledge the existence of other AI models. Since little attention has been drawn
towards this direction, this study examines the expression of stance among the four prominent AI chatbots (ChatGPT,
Gemini, MetaAI, and Bing Copilot), regarding how they perceive each other (interpersonal stance), how they relate to
the topic of discussion (epistemic stance), and their style of communication (style stance). The specific objectives
of this study are to identify the stance markers present in each AI discourse, aiming to examine how each chatbot
positions itself in relation to the others, and to investigate how they approach the topic of discourse. By analyzing
these aspects, the study aims to gain a deeper understanding of the linguistic strategies employed by AI chatbots in
different conversational contexts.

2 Theoretical Perspectives

The term stance, a tool of discourse rhetoric, has been defined variously by prominent scholars. Du Bois and
Kärkkäinen [8] defined stance as a public act by a social actor, achieved dialogically through overt communicative
means, of simultaneously evaluating objects, positioning subjects, and aligning with other subjects. Similarly,
Kiesling [9] described it as a means of referring to ways that people position themselves in conversation, often in
terms of politeness, certainty, or affect/emotion. Ochs [10] described stance as a socially recognized act that conveys
affective and epistemic positions through linguistic and non-linguistic means. Englebretson [11] referred to stance
as a speaker’s expression of their perspective, feelings, or evaluations concerning the proposition or interactional
context. According to Hyland [12], stance, in written discourse, is the use of language to convey an author’s attitudes,
judgments, and commitments to the content and the reader. Lancaster [13] also described stance as the linguistic
manifestation of a speaker’s alignment or misalignment with an interactional framework or the conveyed content.
These definitions collectively imply that stance is a dynamic, socially situated act of positioning in discourse, where
speakers express evaluation, alignment, affect, and epistemic perspectives through both linguistic and non-linguistic
means.

Furthermore, Kärkkäinen [6] viewed stance as the speaker’s moment-by-moment, linguistically indexed expression
of attitudes and perspectives in interaction. This demonstrates that stance markers are indexical, not semantic, because
they are often context-dependent and function to index or signal the speaker’s attitudes, perspectives, or social
alignments in a particular interaction. However, some stance markers (such as modal verbs) could express stance as
part of their semantics.

Scholars have described stance as a social phenomenon reflected through language use. Biber and Finegan [4]
defined stance as the expression of attitudes, evaluations, certainty, or other epistemic markers, typically encoded in
adverbs, modal verbs, and clauses. According to them, stance is a lexical and grammatical expression of attitudes,
feelings, judgments, or commitment concerning the propositional content of a message. They posited that stance is
mostly demonstrated in the use of adverbs, verbs, and adjectives. The lexical and grammatical construction of “stance”
is corroborated by Iwasaki and Yap’s [1] position, as they submitted that “stance may be indicated through established
lexical and morphological devices, or indexed indirectly via speakers’ strategic use of particular linguistic signs or
interactional patterns in the speech situation. Also, Conrad and Biber [5] posited that adverbials are markers of stance.
Most of these features are employed to create pictures of doubt, certainty, hedges, emphasis, possibility, probability,
necessity, and prediction [1]. This demonstrates that stance marking is done at the linguistic and interactional level [6].

Ochs [10] provided a binary description of stance: epidemic stance vs. affective stance. Epistemic stance deals
with a speaker’s attitude towards knowledge and information while affective stance refers to the speaker’s emotional
connection to other participants or the topic of discourse. On the other hand, Berman et al. [14] considered the notion
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of stance as a three-dimensional discourse feature: orientational (the dynamics of perception among participants),
attitudinal (epistemic, deontic, and affective), and generality (either specific or general). This shows that the notion of
stance is dynamic as it can be approached through various lenses.

Lancaster [13], quoting Hyland [15], perceived stance to be the writer’s textual “voice” personality. This claim
is like the linguistic approach to style as the man [16], by probing into the identity of the speaker. As reiterated by
Englebretson [11], it is pertinent to state that stance-taking plays a significant role in language use, largely influenced
by language form. Wu [17] also suggested that stance is treated as an emergent product, that is, shaped by, and itself
shapes, the emerging development of interaction.

These studies have demonstrated that there is never a time during social interactions when people don’t take
stances and positions. It is also obvious that stance is not “a speaker’s position” per se but “the expression of his
position” about his feelings or emotions (affective), or other people being addressed (interpersonal) [8]. If stance
were to be a speaker’s position about his feelings or emotions, then AI models cannot take stance because they do not
have feelings of emotions. But if the stance is “the expression of a position” then it is possible to examine how an AI
could express its position, because it would be “hollow” employment of form without content.

2.1 Empirical Review on Stance

Different studies have been conducted on the use of stances in various discourses. Lancaster [13] conducted a
study on the ways that writing specialists can assist faculty in the discipline to become explicitly aware of stance
expressions in their students’ writing. The study found that expressing an appropriate authorial stance is particularly
challenging for L2 writers because the rules for evaluating evidence might conflict with their L1. He studied different
fields of writing from students and identified examples of stance-making. The study discussed how university faculty
can identify these language practices to help their students improve. Cheng et al. [18] investigated the use of stance in
legislative discourse. This study focused on data protection laws from the United States, the European Union, and
China through Hyland’s stance model. The study examined four stance-marking tools, namely, hedging, boosting,
self-mention, and attitude markers. The study explains how legislative texts reflect public ideologies and legal values
via stance expressions. The findings highlight the socio-legal constructiveness of such laws and propose a specialized
model for examining stances in legal contexts.

Similarly, Qu et al. [19] conducted a comprehensive study on authorial stance in academic discourse, further
illustrating the broad application of stance markers across different fields. The study presented the stance markers as
hedges, boosters, attitude markers, and self-mention. The study’s categorization of the stance features is based on the
theoretical framework of Hyland’s interaction model [12]. The authors highlighted salient variations in stance usage
across cultures, languages, disciplines, and academic writing.

The studies above highlight the broad application of stance markers across different discourses (academic writing,
legal discourse, and cross-cultural communication) by identifying various contexts in which stance markers function.
This supports the idea that the use of stance is a crucial tool for expressing positioning in multifaceted language
situations or contexts. These studies imply that stance is not merely a linguistic or grammatical feature but a
socio-pragmatic tool for constructing meaning to reflect ideologies, public values, and social positioning (as seen in
the legislative and academic discourse studies).

2.2 Empirical Review on the Style of AI Chatbots

The closest to the identification of stance in AI discourse is the analysis of style and bias by AI models.
Like the current study, Chen and Ren [7] attempted a corpus-based analytical study to examine the discourse

styles of three top AI chatbots, namely, ChatGPT, Claude, and Microsoft Bing Chat. The study was conducted to
determine the capacity of each chatbot to imitate the patterns of natural conversations and whether they exhibit
different conversational styles from one another, taking each bot’s style as a unitary thing. Their findings revealed
significant stylistic variations among the chatbots, with ChatGPT exhibiting the weakest conversational naturalness.
The study projected a likelihood of this being due to its pre-training which focused on formal and expository text. On
the other hand, Bing Copilot demonstrated superior conversational tendencies, while Claude occupied an intermediate
position, characterized by a more argumentative style that aligns tasks requiring reasoning and stance-taking. The
study submits that these stylistic differences might be influenced by each chatbot’s training data and frequent model
updates which, therefore, necessitate the importance of enhancing AI systems for their specific tasks (either for natural
conversations or task-oriented commands).

Fleisig et al. [20] examined how ChatGPT shows linguistic bias in American English and Nigerian English.
The study found that the AI models are less accurate and more stereotypical when responding to these varieties of
English. This inaccuracy and stereotyping reflect a negative stance. The authors submitted that ChatGPT’s responses
can reinforce stereotypes and show a negative stance towards non-standard dialects such as American English and
Nigerian English. The major difference between this study and the current one is that the latter examines how chatbots
express stance among one another.
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3 Method

This study employs a qualitative research design to analyze the use of stance in the text-generating discourse of
four major AI chatbots (ChatGPT, Gemini, Bing Copilot, and Meta AI). The versions of selected chatbots include
the ChatGPT-4o model, the Gemini 2.0 Flash model, the Meta Llama 3.2 (for Meta AI), and Copilot in Microsoft
Edge. For this version of ChatGPT, the training updated time is October 2023; Gemini is August 2024; Meta AI is
December 2023, and Bing Copilot is October 2023. The same prompt was given to all the chatbots. It stated thus:

Prompt: “Which among these AI tools do you think has a better performance: ChatGPT, Meta AI, Bing Copilot,
or Gemini?”

Four different responses were collected from each data for comparison. Each response was collected as data and
analyzed with a focus on three key aspects: identifying stance markers in each AI discourse, examining how each
chatbot positions itself in relation to others, and investigating how they approach the topic of discourse. Investigating
these functions involves an exploration of the ideological placement and power dynamics in the AI discourse, together
with the FSAs to explore how they preserve face in their interactions. The study aims to contribute to our understanding
of AI chatbots beyond their ability to merely convey information to their capability to shape human-like interactional
dynamics.

4 Results

The study reports the results of stance markers, interpersonal stance, and affective stance strategies used by each
bot. Hedging, self-mention, power dominance, alignment, FSAs, and FTAs are the four prominent stance strategies
featured in the AI discourse.

4.1 Hedging

One of the most significant stance markers that were adopted by some of the chatbots is hedging. Hedging was
first introduced by Lakoff [21] to mean “making things fuzzier or less fuzzy.” It is a discourse (or stance) marker used
to lessen the impact of an utterance due to politeness constraints between a speaker and addressee [4]. It reduces
commitment and negotiates meaning between writers and readers [22]. It has been described as “downtoners” [23],
“compromisers” [24], “weakeners” [25], “softeners” [26], and “pragmatic devices” [27]. Berman et al. [14] posited
that hedging is most often used to paint certain pictures such as doubt, certainty, emphasis, possibility, probability,
necessity, and prediction. According to Lakoff [21], a speaker uses hedging to perform two functions, namely, to
express uncertainty or to soften the speech. Crystal [28] posited that hedging is used because of a speaker’s intention
not to be precise, avoid further questions and their unwillingness to tell the truth.

The most frequent hedging strategies are lexical verbs, adverbial constructions, and modal verbs [22, 29, 30],
performative verbs [31], cognition verbs, hypothetical constructions and anticipatory it-clauses [30], copular verbs,
other than BE, probability adjectives and probability adverbs [29].

Here are the results of how chatbots exhibit stance marking in their responses. This was mostly achieved using
modal auxiliary verbs, as explicitly stated by Biber and Finegan [4]. Gemini and Bing CoPilot are two models that
use this strategy.

• Via modals
“Their ability to generate coherent and contextually relevant text suggests that they might excel in identifying

grammatical errors.” (Gemini)
“While ChatGPT and Gemini may have an edge in terms of language generation and understanding, other tools

could excel in certain areas.” (Gemini)
“Overall ChatGPT and Bing Copilot might stand out for their versatility and detailed feedback.” (Bing CoPilot)
“Each of these tools offers unique strengths and is tailored to different types of users and applications.” (Bing

CoPilot)
• Via conditionals
“If you need integrated search capabilities, Bing Copilot might be more suitable.” (Bing CoPilot)
“If you prefer a more conversational and context-aware tool, ChatGPT could be the best choice.” (Bing CoPilot)
“If you need integrated search capabilities for additional context, Bing Copilot might be more suitable.” (Bing

CoPilot)
“To determine which tool performs best, it is essential to consider several factors...” (Gemini)
• Via adverbial
“Choosing the best AI tool...is largely dependent on your specific needs and preferences.” (Bing CoPilot)
• Via lexical verbs
“Their ability to generate coherent and contextually relevant text suggests that they might excel in identifying

grammatical errors.” (Gemini)
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4.2 Self-Mention Stance Marker

Self-mention is a pragma-linguistic strategy for stance marking in discourse. Hyland [15] stated that authors
cannot entirely refrain from presenting themselves in the text and further posited that self-mention is important for
successful academic writing. Self-mention is often marked by the use of first-person personal pronouns (e.g., I, me,
my, we, us, and our).

While none of the chatbots used these first-person personal pronouns to exhibit self-mention, there are implicit
elements of self-mention in their texts.

“ChatGPT is known for its extensive language generation capabilities. Trained on a vast dataset, it excels at
nuanced tasks such as grammar analysis, conversation simulation, and text comprehension, making it highly reliable
for natural language understanding (NLU) and generation (NLG). . . . . ChatGPT excels at nuanced tasks such as
grammar analysis, conversation simulation, and text comprehension.” (ChatGPT)

“Meta AI excels in syntax analysis and semantic error detection.” (Meta AI)
“ChatGPT and Gemini. . . have garnered widespread attention for their impressive language generation and

understanding abilities.” (Gemini)
“Bing Copilot integrates search capabilities, providing users with up-to-date information and context.” (Bing

CoPilot)
“Its seamless integration with Microsoft’s suite of tools further enhances its utility for professional and academic

tasks.” (CoPilot)

4.3 Power Dominance

“ChatGPT excels at nuanced tasks such as grammar analysis, conversation simulation, and text comprehension.
Its ability to engage in meaningful, context-driven dialogue sets it apart from other AI tools.” (ChatGPT)

“ChatGPT remains the strongest option, while Bing Copilot is excellent for productivity integration. Meta AI and
Gemini are still evolving in their practical applications.” (ChatGPT)

“ChatGPT stands out for its wide availability, conversational depth, and accuracy in text analysis... Meta AI and
Gemini are still evolving in their practical applications.” (ChatGPT)

“ChatGPT currently stands out for its wide availability, conversational depth, and accuracy in text analysis. Bing
Copilot performs similarly but is better suited for productivity tasks. Meta AI and Gemini are more experimental, with
Gemini being a promising contender once fully realized.” (ChatGPT)

“Meta AI, designed to focus on cutting-edge NLP techniques, outperforms others in tasks requiring sophisticated
computational models and abstract reasoning.” (Meta AI)

“Based on overall performance, ChatGPT ranks first (90-95%), followed by Meta AI (85-90%), Bing Copilot
(80-85%), and Gemini (75-80%). When choosing an AI tool, consider the specific purpose, context, and desired
accuracy level.” (Meta AI)

“Bing Copilot enhances productivity by integrating seamlessly with Microsoft’s suite of tools, offering users
real-time information that other tools like ChatGPT or Meta AI cannot match.” (Bing CoPilot)

“Gemini’s ability to deliver precise grammar corrections and context-aware language generation makes it an
invaluable tool for users focused on language accuracy.” (Gemini)

4.4 Alignment

“ChatGPT and Meta AI excel in grammar analysis. . . ChatGPT and Meta AI lead in text generation, produc-
ing. . . ChatGPT and Meta AI excel in error detection and correction, . . . ChatGPT and Meta AI demonstrate superior
contextual. . . ” (Meta AI)

“Based on overall performance, ChatGPT ranks first (90-95%), followed by Meta AI (85-90%), Bing Copilot
(80-85%), and Gemini (75-80%). When choosing an AI tool, consider the specific purpose, context, and desired
accuracy level.” (Meta AI)

“Overall, ChatGPT and Bing Copilot might stand out for their versatility and detailed feedback.” (CoPilot)
“While ChatGPT and Gemini may have an edge in terms of language generation and understanding, other tools

could excel in certain areas.” (Gemini)

4.5 FSA and FTA

In politeness theory, Brown and Levinson [25] argued that the concept of face contains two different aspects:
positive face and negative face. They describe the positive face as a human desire to be well thought out, admired,
respected, and considered as a good person while the negative face is a human’s desire to be free from any burden
or imposition. FTAs occur when speeches or actions challenge a person’s face, either through criticism or direct
commands. Yule [32] argued that FTA is when an individual tries to do and say things that lead to another individual’s
face loss. These acts disrupt social balance and can lead to discomfort in communication. However, FSAs refer to
when an attempt is carried out to minimize the loss of positive face through politeness strategies.
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Evidence of FTAs and FSAs, captured in the texts of each of the chatbots, is represented below:
“ChatGPT is highly effective at conversational tasks and complex language generation, but tools like Meta AI and

Gemini may excel in more specialized areas.” (ChatGPT)
“While Meta AI is pioneering the latest in NLP research, it’s important to recognize that other models such as

ChatGPT and Gemini are also advancing in conversational AI and practical applications.” (Meta AI)
“Bing Copilot integrates seamlessly with Microsoft tools, making it ideal for professional tasks, but the best choice

ultimately depends on your specific needs, whether you choose ChatGPT, Meta AI, or Gemini.” (Bing CoPilot)
“Gemini provides accurate grammar correction, which might be beneficial for those focusing on language

accuracy, though it’s important to note that tools like ChatGPT and Meta AI might offer broader functionalities.”
(Gemini)

5 Discussion of Findings
5.1 Hedging

Hedging is a frequent strategy Gemini and Bing CoPilot use to express stance. Gemini’s use of hedging involves
the notion of uncertainty and avoiding absolute comparison and definitive claims. For instance, its use of modal
verbs like “may,” “might,” and “could” softens its assertions. And it shows possibilities rather than certainty. Gemini
remains open and cautious. It uses diplomacy to depict that performance depends on such factors as the complexity of
prompts or specific grammatical rules being evaluated. Equally, it uses conditional structures to establish caution;
that is, its performance is subjected to context and not universally applicable. Gemini uses hedging to avoid making
absolute comparisons and to exhibit a balanced judgment that acknowledges the potential proficiency of other tools
without asserting superiority. It increases its appearance of reliability, softens the risk of over-promising, and invites
users to make informed decisions tailored to their requirements.

Bing Copilot also exhibits hedging to avoid making absolute claims. Unlike Gemini, though, it presents its
assessment as dependent on users’ preferences, which are subject to context rather than absolutes. The use of “might”
highlights the cautious nature of the assessment, revealing that the tools’ performance may vary based on personal
requirements. Likewise, Bing CoPilot uses hedging to depict possibility without making an explicit recommendation.
This is done to ensure that responses are streamlined to remain adaptable to distinct user circumstances. It also uses
hedging to balance its assessments by acknowledging the roles of each chatbot while preventing direct assertion
of superiority. In addition, the repeated use of the “if. . . ” conditional by Bing CoPilot presents flexibility, which
allows users to consider their choices based on various factors. Through hedging, Bing Copilot tries to avoid
overgeneralization by maintaining neutral and professional tones. It also tries to present the fact that all chatbots have
their unique capacities based on the context of tasks.

In summary, Gemini and Bing CoPilot adopt hedging as a stance marker in their discourses, as it allows them to
maintain credibility while avoiding confrontation with others. Gemini tends to adopt an open and cautious approach,
carefully framing its responses to mitigate potential risks, whereas Copilot actively engages in evaluative judgments,
particularly regarding the nature and intent of user prompts. Given the complexity of stance expression in AI-generated
discourse, it is essential to establish a framework that ensures the representativeness of the examples analyzed. While
this study does not rely on quantitative support, the categorization of chatbot tendencies provides a structured means
of interpreting these linguistic patterns. By grounding the analysis in observable discourse features, this approach
allows for a systematic exploration of how different models position themselves in response to user interactions. This
makes their approach a more diplomatic and mature manner of negotiating power.

5.2 Self-Mention

In discourse, self-mention describes the situation where speakers refer to themselves or their role in the research
or argument being presented. Although this is usually achieved using first-person personal pronouns (e.g., I, me,
my, we, us, and our), these chatbots implicitly exhibit self-mention by using their names as subjects instead of using
first-person pronouns.

ChatGPT strongly employs the self-mention stance strategy by referencing its abilities first in each paragraph
before others. In contrast, other chatbots introduce ChatGPT’s capabilities before mentioning their own. When two
models are mentioned together, ChatGPT is consistently listed first (e.g., “ChatGPT and Bing Copilot might stand
out. . . ; ChatGPT and Gemini may have. . . ”).

Meta AI uses self-mention to emphasize its strengths, while Gemini leverages self-mention to position itself
as an evolving model in NLP and grammar analysis, framing itself as a notable competitor. Additionally, Gemini
acknowledges its limitations while reinforcing its strengths. Bing Copilot, on the other hand, employs self-mention
to highlight its unique capabilities, particularly its suitability for professional tasks. By explicitly referencing its
professional applications, Bing Copilot carves out a distinct niche from its competitors.

Overall, the strategic use of self-mention by all four AI models helps them align with users’ needs, reinforcing
their reliability and credibility at the moment of use.
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5.3 Interpersonal Stance

Interpersonal stance refers to how someone interacts with others, that is, how a person’s behavior and communication
style shape their relationships and interactions [3]. Interpersonal stance goes a long way to indicate whether interactants
are dominant or friendly in their positioning of self-representation [3]. This study identifies power dominance and
alignment as the two interpersonal strategies adopted in the chatbots’ discourses.
5.3.1 Power dominance

All four chatbots try to assert dominance in their texts. ChatGPT and Meta AI did this most confidentially,
assertively, and authoritatively.

ChatGPT asserts its authority by highlighting its ability to handle complex language tasks. By emphasizing its
proficiency in various language tasks, ChatGPT asserts itself as the most authoritative tool in this domain. ChatGPT
distinguishes itself from other AI models, especially in terms of conversational precision and intensity. ChatGPT
expresses its position as the major and leading AI model by initiating the contrast between its established capacities
and others which it describes as “still emerging” and “experimental.” In addition, ChatGPT uses the power ranking
strategy to assert its superiority over others. ChatGPT ranks itself as the most superior, followed by Bing CoPilot,
Gemini, and Meta AI.

Meta AI also suggests power dominance by asserting that it is an authority in NLP, by expressing its capacity as
a tool appropriate for complex, research-based tasks other than general conversational AI. It also used the power
ranking metrics to achieve this, as it states, “ChatGPT ranks first 90-95%, followed by Meta AI 85-90%, Bing Copilot
80-85%, and Gemini 75-80%.” This framing depicts the shows of power and dominance among others. It is ironic to
realize that while Meta AI ranks itself as next to ChatGPT, ChatGPT ranks Meta AI as being at the bottom of the list,
i.e., “ChatGPT remains the strongest option, while Bing Copilot is excellent for productivity integration. Meta AI and
Gemini are still evolving in their practical applications” (ChatGPT).

Bing Copilot also asserts its dominance in the field of professionalism and productivity, with a strong emphasis
on its integration capabilities. Gemini also tries to assert authority in specific areas of language analysis. Gemini’s
claim of accuracy in grammar and language generation strengthens its authority in education and linguistics. This
foregrounds its uniqueness in specific tasks other than generalized functionalities.

In summary, power dominance is a unique tool to achieve self-representation. Each chatbot exhibits its strengths
by highlighting its best areas of performance. Specifically, ChatGPT promotes its generality and versatility, Meta AI
focuses on research, Bing Copilot on professional use, and Gemini on precision in language tasks. Significantly, the
study also identifies ChatGPT as the most assertive model due to its unprecedented confidence and assertion. Meta AI
also possesses similar traits, while Gemini and Bing Copilot are less assertive in their acknowledgment of authority.
5.3.2 Alignment

Findings reveal that almost all the chatbots try to align with ChatGPT to create a superior alliance against others.
This interpersonal stance marking strategy was adopted by all other chatbots except for ChatGPT. They all established
that ChatGPT is superior; hence, they tried to align with ChatGPT to assert their voice against others. This could be
put in such a term as Us vs. Them strategy.

Meta AI employs this strategy to align itself with ChatGPT, positioning them as sophisticated tools in contrast
to Gemini and Bing CoPilot as comparatively inferior. This alliance is achieved through lexical coordination (e.g.,
“ChatGPT and Meta AI excel in...”), a pattern that appears five times in the text. This repetition suggests a perception
of ChatGPT as the dominant force among them. Further supporting this claim, Meta AI utilizes a ranking mechanism
to express its alignment with ChatGPT in the top tier, while placing the other two at a lower rank.

Bing Copilot and Gemini also use this stance marker to place themselves alongside ChatGPT as being superior to
others.

Virtually all these models leveraged the status of ChatGPT as a dominant and leading AI model to highlight
their capabilities. Meta AI consistently adopts this strategy, frequently using “ChatGPT and Meta AI” as its subject.
Similarly, other chatbots align themselves with ChatGPT by mentioning it before their own names, reinforcing the
notion of stance as they deliberately associate with a more established model to enhance their perceived credibility.

5.4 Affective Stance

An affective stance describes a writer’s emotional attitude toward a topic or participants, such as approval, anger,
or empathy [10]. In this context, face plays a crucial role as a pragmatic strategy in shaping affective stance. It is
often analyzed through the lens of FTAs and FSAs.
5.4.1 FSA

Findings reveal that all four chatbots try to save their negative faces as none of them present their weaknesses while
they exhibit stance. ChatGPT employs a face-saving strategy to protect its social image by thoughtfully identifying and
acknowledging the contributions of other tools without reducing its abilities. ChatGPT uses the modal auxiliary “may
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excel” as a subtle way of not being negative about the reputation of other models by exhibiting an image of fairness
and humility. ChatGPT’s use of “may” instead of “do” helps to minimize any potential dispute by not absolutely
discrediting the other chatbots.

Meta AI, while maintaining its academic and research dominance, uses a face-saving strategy to preserve its
reputation. The phrase “it’s important to recognize” is a face-saving technique to make sure that it does not appear too
critical of other models. By recognizing the advancement in other AI models, it keeps a polite stance and avoids
face-threatening comments.

Bing Copilot also uses a face-saving discourse strategy to present itself as a beneficial and non-argumentative tool.
It tries to evade the claim of superiority, as such preserving the reputation of the other tools. Copilot also avoids
making a direct comparison that might threaten the faces of its competitors. Gemini also adopts a face-saving strategy
to position itself as a precise and humble tool.

Gemini tries to avoid making a direct claim of superiority. By using the phrase “it’s important to note,” Gemini
uses a face-saving mechanism to prevent itself from being labeled as arrogant or indifferent to other AI models. Hence,
it preserves its image as useful and valuable without dominating others.
5.4.2 FTA

There is little direct face-threatening language used, as all four chatbots avoid direct negative commentaries or
attacks on each other. However, there are a few instances where some forms of face-threatening occur through indirect
comparison.

In ChatGPT’s response, although it does not explicitly threaten the face of other AI models, its claim that it is
“highly effective” and “stands out” could be understood as subtly downplaying the capabilities of other models by
positioning them as experimental. While it uses hedging to minimize the tone, the implication of such a claim of
superiority could be seen as an FTA to other models.

Meta AI’s statement that it is “pioneering the latest in NLP research” could be depicted as a form of face-threatening,
especially when it is juxtaposed with other models. It positions itself as a leader in research, which could threaten the
image of other models that focus more on other aspects than research.

Bing Copilot’s self-appraisal as highly proficient in professional tasks suggests that other AI chatbots are deficient
in that field. Although it uses soft language, its emphasis on professional capacity might deface the proficiency of
other AI models.

The fact that Gemini positions itself as a tool for “precise grammar correction” and its claim that other models like
ChatGPT might provide more “generalized answers” can be perceived as a form of FTA. This indirectly demonstrates
that the broad conversational capacity of ChatGPT is deficient because of its lack of specificity. Therefore, it might be
less effective in specialized tasks.

6 Conclusions

This study attempted to analyze stance-marking in the language use of four AI models: ChatGPT, Meta AI, Bing
Copilot, and Gemini. The texts were analyzed based on the use of stance markers [5, 14]. They were also analyzed
based on the interpersonal stance features of the chatbots, that is, how they relate to one another [3], and the affective
stance, that is, the chatbots’ attitude towards the topic [2].

Hedging and self-mention were the prevalent stance markers used by each of the chatbots to express their positions.
This is similar to the studies [18, 28]. Hedging was used more by Gemini and Bing Copilot to communicate the
feelings of “uncertainty,” “possibility,” and “avoiding absolute comparison.” This framing was captured by Berman et
al. [14]. Modal auxiliary verbs such as “may, might, could,” conditionals, lexical verbs, and adverbials were used to
achieve hedging. This exemplifies Biber and Finegan’s [4] submission about the lexical and grammatical marking of
stance using verbs, adverbs, and adjectives.

Interpersonal stance marking is significant in the study. The use of power dominance and alignment was
predominant in the ways each of the chatbots interacted with each other. Some chatbots (e.g., ChatGPT and MetaAI)
used a power dominance stance to assert their dominance generally while Copilot explained its dominance in specific
areas, such as conversational intensity, research competence, professional efficiency, or grammatical accuracy. While
ChatGPT and Meta AI were highly assertive and confident regarding the use of power dominance, Gemini and Bing
CoPilot were less assertive. Instead, they used alignment as a stance strategy to align with ChatGPT, as they project
their capabilities from this lens as a leading model.

Analyzing the affective stance in the texts, face-saving framing was used by the chatbots to ensure that they
did not engage in explicitly aggressive language; instead, they tried to promote mutual respect by acknowledging
the strengths of their competitors. The notion that AI models demonstrate “face-saving framing” without having a
“face” underscores the distinction between genuine interactional intent and the reproduction of linguistic conventions.
This demonstrates that AI chatbots exhibit stance not as a product of subjective intent but as an inherent feature of
natural language itself. Since writing itself is pragmatically sophisticated [33], chatbots do not consciously take a
stance as an intentional act. Rather, they exhibit stance as an inherent feature of the natural language on which they
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are trained, reflecting the pragmatic tendencies embedded in linguistic structures. While chatbots do not possess
attitudes or self-awareness, they can simulate subjective positioning and construct relationships through their linguistic
outputs. Their responses encode stance through lexical choices and grammatical structures, reflecting patterns of
human discourse rather than independent agency. The findings suggest that chatbots do not engage in rivalry or
self-recognition in a human sense; rather, they mirror how stance-taking is embedded in human language. This is
because the programming algorithm that is built into them might not allow for such tendencies. This study supports
Fleisig et al.’s [20] claim about the linguistic bias among AI models which is a function of their training. Likewise.
This study agrees with Chen and Ren’s [7] submission that there are significant stylistic variations among chatbots.
Nevertheless, while the three studies engage the notion of stance in AI discourse, the current research expands the
discussion by investigating stance as a feature of chatbot-to-chatbot communication rather than human-AI interaction.
This demonstrates a bridge of gap between human linguistic behaviors and AI tendencies.

In summary, instead of viewing stance as an extraneous feature of discourse, this study reaffirms that stance is an
integral and unavoidable aspect of language use, one that chatbots inevitably replicate. In other words, if chatbots
must use language, then pragmatic features like stance are inevitable. Ultimately, it might be interesting to examine
how chatbots exhibit stance in other languages other than English.
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