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Abstract: The complexity and variability of Internet traffic data present significant challenges in feature extraction and selection, often resulting in ineffective abnormal traffic monitoring. To address these challenges, an improved Bidirectional Long Short-Term Memory (BiLSTM) network-based approach for Internet abnormal traffic monitoring was proposed. In this method, a constrained minimum collection node coverage strategy was first applied to optimize the selection of collection nodes, ensuring comprehensive data coverage across network nodes while minimizing resource consumption. The collected traffic dataset was then transformed to enhance data validity. To enable more robust feature extraction, a combined Convolutional Neural Network (CNN) and BiLSTM model was employed, allowing for a comprehensive analysis of data characteristics. Additionally, an attention mechanism was incorporated to weigh the significance of attribute features, further enhancing classification accuracy. The final traffic monitoring results were produced through a softmax classifier, demonstrating that the proposed method yields a high monitoring accuracy with a low false positive rate of 0.2, an Area Under the Curve (AUC) of 0.95, and an average monitoring latency of 5.7 milliseconds (ms). These results indicate that the method provides an efficient and rapid response to Internet traffic anomalies, with a marked improvement in monitoring performance and resource efficiency. 
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In today’s world, the Internet has become an indispensable part of people’s lives with its popularity and development. From online shopping and business exchanges to cloud computing and data storage, various data and businesses are continuously transmitted on the network, building an inseparable digital world [1]. However, it is this convenient and efficient Internet world that also has many security risks and threats, such as Distributed Denial of Service (DDoS) attacks, botnets, malware, etc., which can destroy network communications, steal sensitive information, and seriously affect the security of the network. For website owners, network administrators and ordinary users, protecting network security has become an urgent and important task. For network operators, cloud service providers and large enterprises, it is crucial to maintain the stability of the network and business [2, 3]. Abnormal traffic may affect the normal operation of the business and bring economic losses and reputation risks to the enterprise. Therefore, in the modern Internet environment, abnormal traffic monitoring has become an important means to ensure network security and business stability. Through the real-time monitoring and analysis of network traffic, abnormal conditions can be found in time, and corresponding measures can be taken quickly to ensure the normal operation of the network. At the same time, with the development of cloud computing and other technologies, the amount of network traffic data has increased sharply, and the traditional anomaly detection methods have been unable to meet the needs of real-time and accurate monitoring. Therefore, it is necessary to study and develop more efficient and intelligent anomaly traffic monitoring methods [4]. In addition, with the wide application of new technologies such as the Internet of Things (IoT) and 5G, the requirements for network stability and security are becoming higher and
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higher. Therefore, it is of great significance to strengthen the research and application of Internet abnormal traffic monitoring methods. In this context, people from all walks of life put forward higher requirements on how to better monitor and deal with the problem of abnormal network traffic. 

Qiu and Wang [5] proposed an IoT abnormal traffic monitoring method based on deep learning in an edge computing environment. Firstly, the data was preprocessed by data cleaning, normalization, oversampling and undersampling, and dataset segmentation to obtain a dataset with balanced data distribution. Secondly, the feature information calculation method based on data increment was used to extract feature information from a dynamic data stream. Finally, the CNN was used to extract the local features of the data, and the Bidirectional Gated Recurrent Unit (BiGRU) was used to extract the correlation of long series of data. The two networks worked together to complete the final abnormal traffic monitoring. However, data cleaning, normalization, oversampling, undersampling and other processing operations in this method may introduce additional time and computational costs. In the face of large-scale Internet traffic, data preprocessing may become time-consuming and difficult to expand, which limits the application of the method in actual large-scale scenarios. Duan et al. [6] proposed a network traffic anomaly monitoring method based on the multi-scale residual classifier. A sliding window was used to divide the network traffic into sub-sequences with different observation scales. The wavelet transform technology was used to obtain the time-frequency information of each sub-sequence on multiple decomposition scales. The stacked automatic encoder (SAE) was designed to learn the distribution of the input data. The constructed feature space was used to calculate the reconstruction error vector, and the multi-path residual group was used to learn the characteristic information of different scales in the reconstruction error vector. The traffic anomaly monitoring was completed by the lightweight classifier. Although this method uses SAE to learn the distribution of input data and uses the multipath residual group to learn the feature information, there may be some feature patterns that are difficult to capture for complex network traffic data. This may result in inaccurate identification of abnormal traffic in some cases. Liu et al. [7]

used the Graph Neural Network (GNN) with the MLP to detect abnormal traffic in the IoT through the distributed anomaly detection module of the perceptron. However, in the Internet environment, the relationship between devices is complex and diverse, and the existing GNN model may not be able to fully express the complex relationship between nodes, resulting in the omission of the final monitoring results and an unsatisfactory monitoring effect. 

Moreira et al. [8] proposed a new monitoring method to effectively monitor malicious activities and traffic on the Internet. This method combines CNN and reinforcement learning (RL) technology to achieve an intelligent and adaptive packet sampling rate in the high-performance network interface to complete the Internet abnormal traffic monitoring. This method reduces the cost of the monitored entity, but the training of the RL model usually has certain instability, especially in the dynamic internet environment. There are a variety of abnormal conditions and traffic patterns, and it may be difficult for the training model to generalize to different scenarios or new abnormal types, resulting in limited monitoring effect. 

Therefore, based on the above research, in order to improve the effect of Internet abnormal traffic monitoring, an Internet abnormal traffic monitoring method based on the improved BiLSTM network algorithm was proposed to improve the intelligent and automatic management level of the Internet and promote the sustainable and healthy development of the Internet. 

2 Collection of the Internet Traffic Data

The monitoring of security vulnerabilities on the Internet is carried out before the program runs, mainly aiming for the source code monitoring of the network device program. In the actual industrial control environment, relevant methods can be directly used to monitor code fragments. However, in the process of traffic monitoring, it is necessary to collect and analyze the traffic data generated in the environment in real time [9] because there are many terminals and network device nodes on the Internet environment. In order to ensure the monitoring of abnormal traffic on the Internet, the traffic data collection method on the Internet was first designed in this study. The structure of traffic data collection on the Internet is shown in Figure 1. 

Figure 1. Schematic diagram of traffic data collection structure on the Internet 212
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The traffic data collection on the Internet mainly includes three parts: the traffic collection part, the driving part and the traffic monitoring part. Firstly, the flow data generated by the sensors and control devices on the Internet is collected by the flow collection device. Secondly, the collected flow data is transferred to the storage module in the system through the driver to facilitate the review of abnormal flow data. Then it is transferred to the data processing module to preliminarily process the flow data and convert its data format. Finally, the processed results are uploaded to the flow monitoring center through the dynamic connection mechanism to realize the real-time monitoring of abnormal flow on the Internet. 

Figure 2. Minimum acquisition node coverage strategy

In the process of traffic data collection, the collection node should be selected first. The collection optimization of the Internet nodes starts from the spatial dimension and can be understood as a minimum vertex coverage problem. 

The constraint condition is to set the sampling weight at the response time. The minimum collection node coverage strategy based on the constraint condition is shown in Figure 2. 

Figure 3. Flow chart of selecting the Internet traffic data collection nodes In Figure 2, the traffic data of seven nodes can be collected. However, due to the connectivity between Internet devices, the information of device D is included in the connected device A. If the two devices are collected separately, a large amount of redundant information can appear, causing a waste of computer resources. In order to ensure that the traffic data of all nodes on the Internet can be collected and the consumption of resources is small, a point set 213

[image: Image 7]

that includes all device connection links can be found. In the above figure, to get the traffic data of all nodes, the traffic data of devices A, B and C can only be collected, forming the minimum collection node coverage strategy. 

In the process of Internet device traffic collection, different nodes consume different time to collect traffic data. This difference is caused by the different real-time Central Processing Unit (CPU) loads of different nodes. In order to realize the rapid collection of traffic information on the Internet, traffic data from nodes with low CPU loads should be collected. 

To sum up, the minimum vertex coverage strategy can be described as finding the smallest point set in figure G = {V, E}, so that each edge e in E has at least one vertex in V ′, and each vertex in point set V ′ meets the load constraint [10], thus completing the selection of acquisition nodes on the Internet. The specific process is shown in Figure 3. 

When collecting abnormal Internet traffic, a connection network needs to be built first, ensuring that all nodes that need to collect information are covered. Then, the traffic data of which nodes do not need to be collected was filtered through the connection relationship between nodes, and these nodes were excluded. If all nodes cannot be excluded after filtering, whether these nodes meet the collection time constraints should be judged. If the conditions are met, the minimum node coverage scheme can be obtained. If the conditions are not met, it is necessary to modify the time constraint and repeat the above process until a satisfactory node coverage scheme is found. Finally, the output collection of Internet traffic data contains nodes that meet the time constraints. 

3 Design of the Internet Abnormal Traffic Monitoring Method Based on the Improved BiLSTM Network Algorithm

3.1 Internet Traffic Data Conversion Processing

In order to ensure the validity of the collected data, the preprocessing was carried out, mainly including digitization, normalization and standardization. In order to increase the processability of the data and make the data more standardized and operable in the analysis process, the attribute mapping method was used to carry out the digitization of the collected Internet traffic data. Then normalization was conducted. Because there are differences in different numerical ranges, and if there are abnormal values (extreme values) in the data, their existence can cause great interference to subsequent operations. Normalization processing can limit the value range of all values to a small range to avoid the influence of abnormal values and improve the stability of subsequent operations [11–13]. 

Therefore, the data were normalized to be in the interval [0,1] as follows: x − mi

y =

(1)

ma − mi

where, x is the attribute of the intrusion in the dataset, and ma and mi are the attributes with the maximum and minimum values, respectively. 

Finally, standardization was conducted. In order to make the data have a unified scale and be easier to understand and process, Eq. (2) was used to complete the standardization process, providing a better basis for subsequent analysis. 

y − AV Gj

y′ =

(2)

ST ADj

where, AV Gj is the average value, and ST ADj is the average absolute deviation. 

Thus, the Internet traffic data conversion was completed through the above processing, and the data conversion process is shown in Figure 4. 

Figure 4. Schematic diagram of the data conversion process 214
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Figure 5. Partial deployment of the BiLSTM network

Figure 6. Model structure

3.2 Abnormal Traffic Monitoring Using the CNN-BiLSTM Network Algorithm with Attention Mechanism 3.2.1 BiLSTM model structure

The BiLSTM model is composed of forward and reverse LSTM. When processing sequence data, the partial BiLSTM model expands along the time axis, as shown in Figure 5. 

In the figure, W2 and W5 are the weights of forward and reverse feature extraction, respectively. In the BiLSTM

model, after preprocessing and encoding the data through the input layer, the data enters two parallel LSTM hidden layers at the same time: the forward and reverse LSTM hidden layers. The forward LSTM hidden layer is responsible for feature extraction from front to back in the order of the input sequence. It captures the forward dependency of each attribute point in the sequence by analyzing the sequence information before the current position. The reverse LSTM hidden layer takes the opposite direction, extracts features from the back to the front, and pays attention to the sequence information after each attribute point, thereby capturing the backward dependency. Both forward and backward dependencies can be effectively captured and integrated, which improves the model’s ability to understand and process sequential data. Finally, the features extracted from the forward and reverse LSTM hidden layers are spliced together and passed to the output layer. The output layer performs the final prediction or classification task according to these characteristics. Through the structure design and feature extraction of the BiLSTM model, the information in the sequence data can be better used to improve the performance and accuracy of the model. 

However, BiLSTM is mainly good at capturing long-term dependencies in time series data, and its ability to extract 215
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local features in data is relatively weak [14, 15]. Therefore, in order to improve the comprehensiveness of feature extraction, CNN was introduced to help the BiLSTM model extract data features more comprehensively and improve the performance of the model in abnormal traffic detection. In abnormal traffic monitoring, some specific features may play a decisive role in discovering abnormal traffic. Therefore, in order to further improve the accuracy of abnormal traffic monitoring and reduce the false alarm rate, an attention mechanism was introduced into the CNN-BiLSTM network to help the model learn and pay attention to more important features in the data, avoid the model being submerged by a large amount of irrelevant information, and improve the ability of the model to identify and use key information [16], thereby better adapting to abnormal traffic monitoring tasks in different scenarios. 

3.2.2 Abnormal traffic monitoring based on the improved BiLSTM network algorithm The structure of the CNN-BiLSTM model with attention mechanism is shown in Figure 6. 

Based on Figure 6, the specific implementation process of Internet abnormal traffic monitoring is described below. 

After collecting the Internet traffic data according to Section 2, the data is processed according to Section 3.1. 

Suppose the data sequence after preprocessing is s = [y′ , y′ , . . . , y′ ]

1

2

n as input, vy′ is the embedded representation

n

of y′

, v , . . . , v



n in s, and the final embedded representation is Vs = vy′

y′

y′

. 

1

2

n

Then, the convolution layer and pooling layer in CNN are used for processing [17, 18]. After recording and representation, the result is input to the convolution layer and the convolution operation is performed on Vs. The convolution principle is shown in Figure 7. 

Figure 7. Schematic diagram of the working principle of the convolution layer In the figure, yellow indicates that the convolution kernel size is 3 ∗ 3, and green means that the size is 5 ∗ 5. 

This process is data feature extraction, which is accomplished by continuously sliding blocks of different colors. 

The size of convolution kernel is not a rigid rule, but the best experimental results are obtained by selecting the size of convolution kernel through experiments, aiming to select the size with the best experimental performance. The length of the slide means that several feature points should be separated for one extraction. Thus, the convolution operation is performed to obtain the feature hd as follows:

i

hd = f (W

i

d · Vi + bd)

(3)

where, f is the ReLU function; Wd is the convolution kernel size; and bd is the offset. For the specific feature Vi recorded in Vs, the winding operation was performed. In order to extract more comprehensive local features, d different convolution kernel sizes W was set to extract Vs features respectively, producing the output features Hd. 

Hd = hd, hd, . . . , hd



1

2

n−d

(4)

r +1

Then, features Hd were superimposed to obtain feature sequence Hs = ⌊h1, h2, . . . , hn−dr+1⌋. 

Next, the feature sequence Hs was pooled. The pooled operation does not affect the number of data features obtained by convolution, but only cuts each feature more or less, reducing the feature dimension and successfully solving the fitting problem [19]. The commonly used pooling is divided into average pooling and maximum pooling. 

In order to retain more information, reduce the risk of over-fitting, and improve the stability and position invariance, average pooling was used for pooling. Hd was divided into M small blocks to obtain the eigenvector pdM as follows: pdM = chunkAve Hd  = hd , hd , . . . , hd



m

(5)

1

m2

mM

Thus, the average values of all modules were spliced to obtain Ps = ⌊pm , p

, . . . , p

is the

1

m2

M ⌋, where pmi

vector obtained after the average pooling of block mi. 
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In order to capture the long-distance dependence feature, Ps was input into the BiLSTM model, which is controlled by the forgetting gate (ft), the input gate (it), the output gate (ot) and a cell state update to complete the selection of attribute information, forgetting and cell state update. On the time step t, the forward part extracts the feature of pt as follows:



it = σ (Wi · [ht−1, pt] + bi)









ft = σ (Wf · [ht−1, pt] + bf )







q

Forward direction LSTM ⇒

t = tanh (Wq · [ht−1, pt] + bq )

(6)

ot = σ (Wo · [ht−1, pt] + bo)









ct = ft ∗ ct−1 + it ∗ qt







bt = ot ∗ tanh (ct)

On time step t, the reverse part extracts features from pt as follows:



it = σ (Wi · [ht+1, pt] + bi)









ft = σ (Wf · [ht+1, pt] + bf )







q

Reverse LSTM ⇒

t = tanh (Wq · [ht+1, pt] + bq )

(7)

ot = σ (Wo · [ht+1, pt] + bo)









ct = ft ∗ ct+1 + it ∗ qt







bt = ot ∗ tanh (ct)

where, σ is the sigmoid activation function, tanh is the hyperbolic tangent function, it is the selection operation for input information, ft is the forgetting operation for the information to be forgotten in the previous module, ct is used to determine which information should be stored in the current cell state, ot is the output gate to select the output information, ht−1 is the output of the previous module, and pt is the input at the current moment [20]. 

At time step t, the final output feature vector Pt of the BiLSTM layer is as follows: Pt = [forward direction LSTM, reverse LSTM]

(8)

In the process of Internet abnormal traffic monitoring, the introduction of an attention mechanism can help the CNN-BiLSTM model learn and focus on more important features in the data, avoid the model being submerged by a large number of irrelevant information, improve the ability of the CNN-BiLSTM model to identify and generalize key information, and ensure the performance of classification monitoring. The specific steps are as follows: Firstly, a multi-layer perceptron (MLP) was used to interpret the attributes of Pt and obtain the attribute representation of ut. Then the importance of the attribute representation ut relative to the context attribute uw was calculated, obtaining the standard importance weight at. Finally, Pt was weighted and summed to obtain the advanced representation of the attribute v, and uw was randomly initialized during the training process. The processing process in the attention mechanism layer is shown in the following Eqs. (9), (10), and (11): ut = tanh (WwPt + bw)

(9)

a



t = sof t max

uT , u

t

w

(10)

X

v =

atPt

(11)

where, Ww is the context vector. 

Finally, the result v was input into the softmax classifier to get the classification result of Internet abnormal traffic and complete the monitoring. 

4 Experimental Testing

4.1 Experimental Environment and Parameter Settings

To verify the monitoring effectiveness of the proposed method, the monitoring method based on deep learning in the study by Qiu and Wang [5] and the monitoring method based on the multi-scale residual classifier in the study by Duan et al. [6] were selected as comparative methods for testing. The testing environment is a Windows 10 64-bit operating system, using AMD Ryzen 5 4600U with a Radeon Graphics 2.10 GHz processor with 16.0 GB of RAM, a programming environment in Python 3.8, and a learning framework in Tensorflow 1.0. 
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During the testing process, the minimum collection node coverage strategy was used to select the collection nodes, and then the data collection structure in Figure 1 was used for collection. Approximately 97018 data packets were collected, with a total of 4.2 MB of data. The collection rate reached 200 Kbps, with a delay of less than 50

ms. The collected dataset has 26 dimensional features and a label column, with a total of eight different types of data. Except for one type of normal traffic, the other seven types are all abnormal traffic. The quantity statistics corresponding to the traffic types in the dataset are shown in Figure 8. 

Figure 8. Quantity statistics chart based on dataset traffic types In Figure 8, “normal” represents normal traffic and corresponds to data labels of 0, while the other seven types of abnormal traffic correspond to data labels of 1-7. From the quantity statistics chart, it can be seen that there is far more normal traffic than abnormal traffic. To ensure the reliability of the experimental test results, relevant testing parameters were set, as shown in Table 1. 

Table 1. Parameter settings

Parameter

Numerical Value

Attention mechanism activation function

softmax

Regularization parameters

0.01

Convolutional kernel size

3 × 3

Number of convolution kernels

64

CNN activation function

ReLU

Number of LSTM hidden layer units

128

BiLSTM layers

2

Learning rate

0.001

Dropout rate

0.2

Input sequence length

128

4.2 Indicator Setting

On the basis of the above settings, the false alarm rate indicator, AUC indicator, and average monitoring delay indicator were selected to conduct comparative tests on the proposed method, the monitoring method based on deep learning in the study by Qiu and Wang [5], and the monitoring method based on the multi-scale residual classifier in the study by Duan et al. [6], aiming to complete the verification of monitoring performance. 

Among them, false positive rate refers to the proportion of negative samples wrongly classified as positive to all negative samples, that is, the proportion of false positive samples. It is an important indicator that can be used to measure the degree of misjudgment of a method on normal data. A higher false alarm rate means that the method is more likely to misclassify normal instances as abnormal instances in monitoring, resulting in a large number of false alarm situations, thereby reducing the credibility and practicality of the method. The mathematical expression for false alarm rate is as follows:

F P

F A =

(12)

N

where, F P is the normal number of samples that are falsely reported as an intrusion, and N is the total number of samples. 

The AUC metric is an important measure for evaluating the performance of classification methods, specifically referring to the area covered below the Receiver Operating Characteristic (ROC) curve. The ROC curve, as a visu-alization tool, comprehensively evaluates the classification performance of a method by displaying the relationship 218
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between true positive rate and false positive rate under different classification thresholds. The range of AUC values is between 0 and 1, and the larger the AUC value, the better the performance of the method. When the AUC of the method is 0.5, it indicates that the prediction and random selection of the method are no different; when the AUC is greater than 0.5, it indicates that the method’s prediction is better than random selection; when the AUC approaches 1, it indicates that the method has strong discriminative ability. 

The average monitoring delay refers to the average time delay of monitoring methods for monitoring and responding to abnormal traffic events. Usually measured in milliseconds, it is one of the efficiency indicators for monitoring methods to handle abnormal traffic events. The average monitoring delay directly affects the real-time and sensitivity of monitoring methods to abnormal traffic events. A lower average monitoring delay can enable the method to detect and respond to abnormal situations faster, helping to reduce potential losses and risks. 

Therefore, the above multiple testing evaluation indicators were considered comprehensively in order to provide comprehensive performance evaluation results and complete the performance verification of the proposed method. 

4.3 Result Analysis

4.3.1 Analysis of false alarm rate results

To verify the monitoring accuracy of the proposed method, 6,000 sample data points were randomly selected from the collected data. A comparative test was conducted on the false alarm rate index between the proposed method, the deep learning-based monitoring method in the study by Qiu and Wang [5], and the monitoring method based on the multi-scale residual classifier in the study by Duan et al. [6]. The results are shown in Figure 9. 

Figure 9. Comparison of false alarm rates

According to the results in Figure 9, with the increase in data volume, the false alarm rate obtained by the three methods for Internet abnormal traffic monitoring shows an upward trend, but the false alarm rate of the proposed method is lower than that of the other two comparison methods and can always be maintained below 0.2. When the data volume reached 6000, the false alarm rate of the proposed method was only 0.18, while the false alarm rates of the other two methods [5, 6] were 0.61 and 0.63, respectively. By comparing the results of the three methods, it can be concluded that the proposed method shows a low false alarm rate in terms of Internet abnormal data monitoring, has good monitoring accuracy, and can accurately complete the task of monitoring Internet abnormal data. 

4.3.2 AUC value analysis

Next, to further validate the monitoring effectiveness of the proposed method, a comparative test was conducted on the AUC value indicator, including the proposed method and the other two methods [5, 6]. The results are shown in Figure 10. 

According to the results in Figure 10, there are certain differences in AUC values obtained by the three methods, and their results are all greater than 0.5, which indicates that the three methods can effectively monitor abnormal Internet traffic. Further comparison of the AUC values of these three methods reveals that the proposed method has a higher AUC value than the other two methods. Moreover, the AUC value of the proposed method is close to 1, indicating that the method has strong ability to distinguish between normal and abnormal flow, and it can more accurately distinguish between normal and abnormal flow. Compared with the other two methods, the proposed method shows a better monitoring effect in terms of Internet abnormal traffic monitoring. 
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Figure 10. Comparison results of AUC values

4.3.3 Analysis of average monitoring delay results

On the basis of the above tests, to verify the reliability of the proposed method, a comparative test was conducted on the average monitoring delay index for the proposed method and the other two methods [5, 6]. The results are shown in Table 2. 

Table 2. Comparison results of average monitoring delay Data Volume

Proposed Method (ms)

Method from Reference [5] (ms)

Method from Reference [6] (ms)

1000

2.2

9.7

10.1

2000

2.7

10.8

11.4

3000

3.1

11.9

12.6

4000

3.8

13.3

13.9

5000

4.6

14.5

15.3

6000

5.7

15.8

16.6

According to the results in Table 2, with the increase in data volume, the proposed method and the other two methods [5, 6] were used to monitor Internet abnormal traffic, and the average monitoring delay shows an upward trend. However, compared with the average monitoring delay results of the three methods, the proposed method has a lower average monitoring delay and a smaller growth rate. When the data volume reaches 6000, the average monitoring delay of the proposed method is only 5.7 ms, while the average monitoring delay of the other two methods [5, 6] is 15.8 ms and 16.6 ms, respectively. Comparing the average monitoring delay results of the three methods, it can be concluded that the proposed method can effectively reduce the average monitoring delay, has high real-time and sensitivity to abnormal traffic events, can detect and respond to abnormal situations faster, and helps reduce potential losses and risks. 

5 Conclusion

In order to improve the accuracy and real-time performance of abnormal traffic monitoring, an Internet abnormal traffic monitoring method based on the improved BiLSTM network algorithm was proposed. First, the minimum collection node coverage strategy based on constraints was adopted to select the collection node, aiming to ensure that the traffic data of all nodes on the Internet can be collected and the resources consumed are small. Secondly, the collected dataset was transformed to ensure its validity. Then, in order to optimize the performance of Internet abnormal traffic monitoring, CNN and BiLSTM models were introduced to extract data features more comprehensively. Finally, the attention mechanism was used to calculate the importance of attribute features to improve the performance of the final classification monitoring. The results show that the false alarm rate is 0.2, the AUC value is 0.95, and the average monitoring delay is 5.7 ms when using the proposed method for monitoring. This shows that the proposed method has high monitoring accuracy, a fast response rate to abnormal traffic, and can better maintain the security and stability of the Internet system. 
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Abstract: The complexity and variability of Internet traffic data present significant challenges in feature extraction
and selection, often resulting in ineffective abnormal traffic monitoring. To address these challenges, an improved
Bidirectional Long Short-Term Memory (BiLSTM) network-based approach for Internet abnormal traffic monitoring
was proposed. In this method, a constrained minimum collection node coverage strategy was first applied to optimize
the selection of collection nodes, ensuring comprehensive data coverage across network nodes while minimizing
resource consumption. The collected traffic dataset was then transformed to enhance data validity. To enable more
robust feature extraction, a combined Convolutional Neural Network (CNN) and BiLSTM model was employed,
allowing for a comprehensive analysis of data characteristics. Additionally, an attention mechanism was incorporated
to weigh the significance of attribute features, further enhancing classification accuracy. The final traffic monitoring
results were produced through a softmax classifier, demonstrating that the proposed method yields a high monitoring
accuracy with a low false positive rate of 0.2, an Area Under the Curve (AUC) of 0.95, and an average monitoring
latency of 5.7 milliseconds (ms). These results indicate that the method provides an efficient and rapid response to
Internet traffic anomalies, with a marked improvement in monitoring performance and resource efficiency.

Keywords: Internet; Abnormal traffic monitoring; Improved BiLSTM network; Attention mechanism

1 Introduction

In today’s world, the Internet has become an indispensable part of people’s lives with its popularity and de-
velopment. From online shopping and business exchanges to cloud computing and data storage, various data and
businesses are continuously transmitted on the network, building an inseparable digital world [1]. However, it is this
convenient and efficient Internet world that also has many security risks and threats, such as Distributed Denial of
Service (DDoS) attacks, botnets, malware, etc., which can destroy network communications, steal sensitive informa-
tion, and seriously affect the security of the network. For website owners, network administrators and ordinary users,
protecting network security has become an urgent and important task. For network operators, cloud service providers
and large enterprises, it is crucial to maintain the stability of the network and business [2, 3]. Abnormal traffic may
affect the normal operation of the business and bring economic losses and reputation risks to the enterprise. There-
fore, in the modern Internet environment, abnormal traffic monitoring has become an important means to ensure
network security and business stability. Through the real-time monitoring and analysis of network traffic, abnormal
conditions can be found in time, and corresponding measures can be taken quickly to ensure the normal operation
of the network. At the same time, with the development of cloud computing and other technologies, the amount of
network traffic data has increased sharply, and the traditional anomaly detection methods have been unable to meet
the needs of real-time and accurate monitoring. Therefore, it is necessary to study and develop more efficient and
intelligent anomaly traffic monitoring methods [4]. In addition, with the wide application of new technologies such
as the Internet of Things (IoT) and 5G, the requirements for network stability and security are becoming higher and
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