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ABSTRACT 

Received: 30 December 2024 

Each employee has a number of workloads in the form of tasks and responsibilities that Revised: 23 March 2025 

must  be  completed  within  a  certain  period  of  time.  There  are  several  aspects  that  are Accepted: 30 March 2025 

assessed in performance evaluations, such as the number of working hours per week, the Available online: 30 June 2025 

number of projects handled, the number of overtime hours to complete work, the number of sick days, the number of team members, the number of hours to develop self-skills, job promotion offers, etc. All of these aspects certainly impact performance scores, employee 

 Keywords: 

satisfaction  scores,  and  the  ability  to  survive. Excessive  workload  will have  a negative performance  evaluation,  workload,  linear impact on physical and mental health, performance, and employee satisfaction levels. This regression, Random Forest 

study aims to analyze the results of employee performance evaluations based on workload factors using machine learning approaches such as linear regression and random forest. 

The computational results will be used to compare the effectiveness of machine learning models and analyze the accuracy of the assessment results. The significance of this study lies in its potential to enhance employee performance management systems by providing accurate,  data-driven  insights  for  decision-making  processes  such  as  promotions, compensation,  and  workforce  planning.  Practical  and  fair  employee  performance assessments  will  enable  decision-makers  to  make  informed  choices  regarding  job promotions, salary increases, annual bonuses, and employee career development. 

1. INTRODUCTION

competencies  required  to  complete  assigned  tasks  and responsibilities [7]. 

The sustainability of an organization is closely linked to the Employee job satisfaction and work behavior are pivotal in performance  of  its  employees  [1].  Current  employee determining  organizational  success,  especially  in  industrial performance evaluation systems require re-evaluation due to settings  [8].  Factors  such  as  employee  commitment, the influence of external factors such as social , economic, and workplace  stress  [9],  absenteeism,  and  turnover  [10]  are environmental  conditions  that  can  distort  the  assessment significantly  influenced  by  workload  satisfaction  [11]. 

process [2, 3]. A fair and accurate evaluation system can assist Workload  management  affects  productivity,  employee decision-makers  in  making  ethical  and  practical  choices engagement  in  problem-solving,  and  employees'  willingness regarding  employee  promotions,  career  advancement,  and to  exert  effort  to  improve  performance  [12].  The  alignment training  needs  [4].  To  achieve  long-term  cooperation  and between employee competence and job requirements is key to growth,  companies  must  guide  employees  toward performance and satisfaction [13].  For example, assigning a understanding  the  organizational  vision  and  develop  their highly analytical  employee to repetitive  administrative  tasks strategic management capabilities [5]. In this context, career may  lead  to  disengagement,  while  placing  a  technically planning becomes essential as job competition intensifies [5]. 

underprepared  employee  in  a  high-responsibility  role  can Organizations prioritizing identifying and nurturing employee result  in  errors,  stress,  and  dissatisfaction.  Such  mismatches talents  are  better  equipped  for  sustainable  development  [6]. 

can compromise both individual outcomes and organizational This  study  focuses  on  employees  in  the  banking  sector  in goals.  Previous studies highlight the importance of achieving Indonesia, where workload indicators such as the number of this alignment through strategic interventions that leverage the transactions  processed,  customer  accounts  managed, mediating role of employee performance and satisfaction and compliance  reporting,  and  hours  of  training  significantly the  moderating  influence  of  social  exchange  within  the influence  employee  performance  evaluations.   Employee workplace [14-17]. Such strategic interventions may include performance  identification  often  hinges  on  organizational targeted upskilling programs for employees with competency structure,  strategic  work  unit  dynamics,  and  the  core gaps, job rotation schemes to align skills with tasks better, and 227

personalized  coaching  or  mentorship  initiatives  to  enhance 2.3 Role of competency alignment and training role  clarity  and  support  performance  development, particularly in high-pressure sectors such as banking.  

The  alignment  between  employee  competencies  and  job Despite substantial research, gaps still need to be addressed demands  has  a  significant  impact  on  performance  and in  the  comprehensive  analysis  of  workload  factors  as satisfaction. Riyanto et al. [13] found that unmet training needs predictive  tools  for  evaluating  employee  performance. 

and  skill-job  mismatches  lead  to  reduced  motivation  and Existing  studies  underscore  the  necessity  of  considering suboptimal  outputs.  Thi  Nong  et  al.  [14]  confirmed  that employee  competence  and  job  alignment  in  developing competence-job  fit,  moderated  by  social  exchange performance  improvement  strategies.  However,  integrating relationships,  enhances  both  business  performance  and these insights with advanced methodologies such as machine employee  engagement.  Structured  training  programs, learning still needs to be improved. Machine learning offers mentorship, and career development initiatives help mitigate the  potential  to  uncover  complex  patterns  and  relationships these  risks  by  enabling  continual  learning  and  adaptability, within workload factors, enabling more informed, data-driven particularly vital in dynamic sectors such as banking [19]. 

decision-making.  In  particular,  this  study  employs  linear regression to identify and quantify the strength of individual 2.4  Machine  learning  applications  in  human  resource predictors  and  Random  Forest  algorithms  to  capture  non-analytics 

linear interactions, thereby assessing the  relative  importance of  multiple  workload  variables  simultaneously.  These As  organizations  increasingly  digitize  HR  practices, techniques enable a more comprehensive examination of the machine learning has emerged as a valuable tool for analyzing multidimensional  nature  of  employee  performance,  which workforce dynamics. Linear regression models are well-suited traditional  statistical  methods  may  not  fully  capture.   This for  estimating  the  influence  of  individual  workload study  aims  to  address  these  gaps  by  analyzing  employee components 

on 

performance 

outcomes, 

offering 

performance evaluation results through the lens of workload interpretability  and  hypothesis  testing  [20].  In  contrast, factors, utilizing machine learning approaches to identify key Random Forest models provide higher predictive accuracy by patterns  and  provide  actionable  insights  for  enhancing identifying 

complex, 

nonlinear 

patterns 

across 

individual and organizational performance. The remainder of multidimensional  datasets  [21,  22].  These  approaches  have this  paper  is  organized  as  follows:  Section  2  is  a  literature been successfully applied to areas such as turnover prediction, review.  Section  3  describes  the  methodological  framework, recruitment  filtering,  and  unbiased  performance  scoring  [4, including  the  application  of  linear  regression  and  Random 23]. 

Forest  models.  Section  4  presents  the  computational  results and  analysis.  Section  5  offers  a  detailed  discussion  of  the 2.5 Research gap and study contribution findings and their implications, and Section 6 concludes with final insights and recommendations for future research. 

Although  prior  research  addresses  workload-performance relationships and introduces machine learning in HR contexts, systematic  integration  of  these  models  with  real  workload 2. LITERATURE REVIEW

datasets, especially in the banking industry, remains limited. 

This  study  contributes  by  filling  that  gap  through  a 2.1 Employee performance evaluation 

comparative  computational  analysis  of  employee  workload data  using  both  linear  regression  and  Random  Forest Employee  performance  evaluation  remains  a  central techniques. It aims to enhance the fairness, transparency, and concern  in  human  resource  management  due  to  its  direct predictive power of performance evaluation frameworks. 

impact  on  organizational  outcomes.  Traditional  appraisal methods  typically  rely  on  supervisor  ratings,  behavioral assessments, and predefined output metrics [1, 2]. However, 3. METHOD

such systems often fail to account for contextual variables like workload  intensity  or  employee  competence  alignment, 3.1 Linear regression in machine learning potentially leading to biased or incomplete evaluations [3, 4]. 

Machine  Learning,  a  subset  of  Artificial  Intelligence, 2.2 Impact of workload on performance and well-being specializes  in  creating  algorithms  and  statistical  models designed to learn from data and make predictions [24]. Among A  growing  body  of  research  highlights  the  impact  of these  algorithms  is  linear  regression,  a  supervised  machine-workload  on  employee  outcomes.  Excessive  workload  has learning  technique.  It  analyzes  labeled  datasets,  identifies been linked to reduced job satisfaction, physical  and mental patterns,  and  fits  data  points  to  the  most  optimized  linear fatigue,  and  increased  intention  to  turnover.  For  instance, functions [23]. These functions can then be applied to make Holden  et  al.  [9]  demonstrated  that  high  nursing  workloads accurate predictions on new datasets. 

compromise  patient  safety  and  employee  well-being.  In  a It  is  essential  to  understand  supervised  machine  learning study  focused  on  medical  professionals,  Lu  et  al.  [11] 

algorithms. This type of machine learning involves training an identified job stress and workload as predictors of physician algorithm  using  labeled  data,  where  the  target  values  of  the attrition. In the banking sector, Lee and Migliaccio [18] noted dataset  are  already  known  [25,  26].  Supervised  learning  is that  physically  repetitive  and  high-pressure  tasks  decrease further  divided  into  two  categories:  (1)  Classification.  This marginal  productivity,  especially  when  unaccompanied  by approach predicts the class or category of a dataset based on role-specific training and rest periods. 

independent input variables [27]. Classes represent categorical or discrete values. For example, determining whether an image depicts a cat or a dog. (2) Regression. This method predicts 228
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continuous output values based on independent input variables between the observed values and the values predicted by the 

[27, 28]. For instance, forecasting house prices using factors linear model. The OLS method calculates the intercept (a) and such as the property's age, proximity to the main road, location, slope (b) coefficients by solving for the values that reduce the and size. 

overall prediction error across all data points. This approach Linear  regression  is  a  supervised  machine  learning ensures  that  the  resulting  line  is  optimally  positioned  to algorithm  that  models  the  linear  relationship  between  a represent  the  general  trend  in  the  data.  This  relationship  is dependent variable and one or more independent features by illustrated  in  Figure  1,  which  shows  how  changes  in  the fitting a linear equation to the observed data [20]. When there independent variable (X) correspond to predicted changes in is  a  single  independent  feature,  it  is  referred  to  as  Simple the dependent variable (Y). 

Linear Regression, while the presence of multiple features is In this context, Y is referred to as the dependent or target known as Multiple Linear Regression. Beyond its predictive variable, while X is the independent variable, also known as tool  role,  linear  regression  is  a  foundational  framework  for the predictor of Y. Various functions or models can be used numerous advanced models. Methods such  as regularization for regression, with a linear function being the simplest. Here, and  support  vector  machines  build  upon  its  principles, X  can  represent  either  a  single  feature  or  multiple  features broadening  its  applications  [29].  Furthermore,  linear related to the problem. Linear regression predicts the value of regression  is  critical  in  assumption  testing,  allowing the  dependent  variable  (Y)  based  on  the  given  independent researchers to evaluate and validate fundamental assumptions variable (X), which is why it is called Linear Regression. In about their data. 

the  example,  X  (input)  represents  work  experience,  and  Y 



(output) corresponds to a person's salary. The regression line 3.2 Simple linear regression 

shown is the best-fit line for the model. 





This is the most basic type of linear regression, involving a 3.3 Random Forests in machine learning single independent variable and a single dependent variable. 



The equation for simple linear regression is: The Random Forest algorithm is a robust and versatile tree-based  Machine  Learning  technique  [21].  It  operates  by 𝑦 = 𝑎 + 𝑏𝑥 

(1) 

constructing multiple Decision Trees during the training phase. 



Each tree is built using a random subset of the dataset, and a where: 

random subset of features is evaluated at each split [30]. This y is the dependent variable 

element of randomness introduces diversity among the trees, x is the independent variable 

which helps to mitigate overfitting and enhances the model’s a is the intercept 

overall predictive performance [22]. 

b is the slope 

During  the  prediction  phase,  the  algorithm  combines  the outputs of all the trees. It uses majority voting for classification The main goal of linear regression is to identify the best-fit tasks while calculating the average of the trees’ predictions for line,  which  minimizes  the  error  between  the  predicted  and regression  tasks.  This  ensemble  approach  leverages  the actual values. The best-fit line is characterized by having the collective insights of the trees, resulting in stable and accurate most possible  minor mistake. As its equation describes,  this outcomes.  Random  Forests  are  widely  applied  to  both line  represents  the  relationship  between  the  dependent  and classification and regression problems and are celebrated for independent variables. The slope of the line reflects the extent their ability to manage complex datasets, minimize overfitting, to which the dependent variable changes for each unit change and deliver reliable predictions across various domains. This in the independent variable. Mathematically, the best-fit line concept is illustrated in Figure 2. 

is determined using the Ordinary Least Squares (OLS) method, which minimizes the sum of squared residuals, the differences 



 

Figure 1.  An illustration of linear regression 229
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Figure 2. An illustration of a Random Forest 3.4 Computational modeling 

This  research's  linear  regression  computational  modeling was developed using the Python programming language. The modeling process stages consist of several steps, as shown in Figure 3, with the following details: 

1. Data  Preparation:  Data  consists  of  several  variables  that will  be  processed.  Determine  which  is  the  dependent variable and which is the independent. Data is saved in file form using .csv format. The dataset used in this study was collected  from  an  internal  human  resource  database  of  a mid-sized  commercial  bank  in  Indonesia,  covering employee  performance  records  from  2022  to  2023.  It includes  100,000  anonymized  employee  profiles  and variables  such  as  working  hours  per  week,  number  of projects  handled,  overtime  hours,  sick  days,  number  of team members, hours spent on training, promotion offers, employee  satisfaction  scores,  and  retention  status.  The performance score serves as the dependent variable. Data confidentiality  and  ethical  approval  were  maintained throughout. 

2. Data Division: Data can be divided into two parts, namely training data and test data. Training data is used to train the model,  while  test  data  is  used  to  test  the  model's performance. 

3. Model Building: The next step is to create a model using a linear regression algorithm after the data is divided. This model  will  learn  from  training  data  to  understand  the relationship between features and home prices. 

4. Model Training: Models are trained using training data to learn patterns in the data and to help understand structures or relationships in complex data, which may be difficult to understand  manually.  This  can  help  in  better  decision making or the development of new insights. The goal is to produce  models  that  can  perform  these  tasks  with  good accuracy and performance on new, never-before-seen data. 

Figure 3. An illustration of computational modeling 230
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5. Model  Testing:  Once  the  model  is  trained,  we  test  its 4.2 Machine learning model training 

performance using test data that the model has never seen before.  This  aims  to  evaluate  how  well  the  model  can Figure 6 shows the asymmetric size of the data distribution predict the price of a house based on its features. 

of values from all features. Based on the data modelling results, 6. Model  Evaluation:  Finally,  we  evaluate  the  model it  is  concluded  that  almost  all  features  used  in  the  analysis performance  by  measuring  the  prediction  accuracy.  This process show normal asymmetric sizes, except for the ability accuracy shows how well the model can predict the price to  survive  the  feature  of  2.66.  This  number  has  a  positive of a home based on its features. The higher the accuracy meaning, as the number of employees who have the ability to value,  the  better  the  model  performance.  If  the  model survive is greater than the number of employees who resign. 

created can still not produce good predictions, we need to Of all the features, the highest correlation was between the readjust the model. 

dependent variable  of work assessment and the  independent variables  of  the  number  of  projects  handled,  training  hours, and  number of  teams.  This  provides  the  conclusion  that  the 4. RESULT

results of the performance assessment are influenced by these three factors. Figures 6, 7, and 8 show the distribution of the Here  are  some  of  the  results  obtained  through  machine relationship  values  between  work  assessment  and  the learning computing and other statistical analysis. 

independent variables in question. 

The  machine  learning  model  training  results  with  linear 4.1 Correlation matrix 

regression  obtained  an  accuracy  value  of  81.32%  and  a precision of 83%. The results of Random Forest obtained an Figures 4 and 5 show the correlation matrix of all features. 

accuracy value of 93% and a precision of 90%. 

Performance  score  is  the  dependent  variable,  while  hours Figure  9  uses  machine  learning  modelling  to  show  the worked per week, projects handled, overtime hours, sick days, performance  measurement  results  for  the  employee number  of  teams,  training  hours,  promotions,  employee performance  evaluation  classification  problem.  Performance satisfaction score, and retention are independent variables. All evaluation is factored by the project’s features, training hours, features  show  significant  relationships  in  the  analysis  of and the number of teams. 

employee performance appraisal. 

Figure 4.  Correlation matrix 
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Figure 5.  Skewness 

Figure 6.  Distribution of work value by projects handled Figure 7. Distribution of work value by training hours 233
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Figure 8. Distribution of work values by number of teams Figure 9. Performance evaluation results of the model prediction results 5. DISCUSSION

also  showed  a  substantial  impact,  emphasizing  the  role  of continuous  skill  development  in  improving  individual  and The  findings  from  this  study  underscore  the  critical organizational  performance.  Similarly,  team  size  was relationship  between  workload  factors  and  employee identified  as  a  significant  variable,  suggesting  collaboration performance evaluations. Using linear regression and Random and team dynamics are crucial in achieving optimal results. 

Forest algorithms, this research demonstrates the potential of These  findings  complement  existing  literature,  which machine  learning  in  predicting  and  analyzing  key  variables explores  various  dimensions  of  employee  performance  and that impact performance. The results provide valuable insights productivity,  further  enriching  the  understanding  of  these into  how  specific  workload  aspects,  such  as  the  number  of relationships. Workload distribution has been identified as a projects handled, training hours, and team size, significantly key determinant of employee outcomes, with Holden et al. [9] 

influence performance scores.  

highlighting  its  importance  in  fostering  job  satisfaction  and The  correlation  matrix  revealed  a  strong  relationship reducing  burnout.  Similarly,  Lee  and  Migliaccio  [18] 

between these factors and employee performance, validating emphasize the critical role of effective workload management their  importance  in  assessment  frameworks.  Among  the in  maintaining  productivity  levels,  particularly  in  the features  analyzed,  the  number  of  projects  handled  exhibited construction industry. These studies collectively reinforce the the  highest  correlation  with  performance  outcomes, view  that  balanced  workload  allocation  is  essential  for highlighting  the  importance  of  balancing  workload achieving  sustainable  employee  performance.  Continuous distribution to optimize employee productivity. Training hours skill development also emerges as a vital factor in enhancing 234

employee  performance.  Ismail  et  al.  [31]  found  strong studies  could  help  assess  the  long-term  impact  of  workload correlations  between  job  satisfaction,  organizational adjustments on performance outcomes. 

commitment,  and  performance  outcomes,  illustrating  the benefits of investing in employee training. The importance of skill development becomes even more pronounced in dynamic 6. CONCLUSIONS

work environments, as noted by Rojanasarot et al. [19], who highlight  the  necessity  of  adapting  to  rapidly  changing This  study  highlights  the  effectiveness  of  computational conditions.  These  findings  underscore  the  value  of  ongoing modeling  in  evaluating  employee  performance  based  on training in building workforce resilience and effectiveness. 

workload factors using machine learning approaches such as Team size and collaboration further contribute significantly linear regression and Random Forest. The results demonstrate to employee performance, as demonstrated by Holden et al. [9], that  key  workload  features,  such  as  the  number  of  projects who  linked  team  dynamics  to  both  employee  and  patient handled, training hours, and team size, significantly influence outcomes in healthcare settings. This finding underscores the performance  outcomes.  By  leveraging  these  models, broader  implications  of  teamwork  and  collaboration  across organizations  can  gain deeper  insights  into  the  relationships various  industries.  While  the  current  study  focuses  on between workload and performance, enabling more informed organizational  factors  such  as  workload,  training,  and  team and equitable decision-making. 

dynamics,  other  research  highlights  additional  dimensions. 

Linear  regression  provides  a  straightforward  and For  example,  Boström  et  al.  [32]  examine  individual  health interpretable  framework,  offering  apparent  coefficients  to factors,  such  as  musculoskeletal  symptoms,  which  can quantify the impact of each independent variable. On the other substantially impact productivity. These insights suggest that hand, with its higher accuracy and precision, Random Forest enhancing  employee  performance  requires  a  multifaceted excels at capturing complex, non-linear relationships, making approach,  incorporating  both  organizational  strategies  and it a valuable tool for robust performance evaluations. Together, individual well-being. The interplay of workload management, these  methods  underscore  the  importance  of  integrating skill development, and team dynamics serves as a cornerstone traditional statistical models with advanced machine learning for improving employee performance and productivity. At the techniques  to  enhance  the  predictive  power  of  performance same time, recognizing the influence of individual health and assessments. 

well-being  highlights  the  need  for  a  holistic  strategy  that The practical implications of this research are far-reaching. 

integrates  organizational  and  personal  considerations  to Organizations  can  apply  these  findings  to  develop  fair  and achieve optimal outcomes. 

efficient workload management strategies, optimize employee The  computational  models  utilized  in  this  study  further satisfaction, and improve retention rates. Moreover, machine illustrate  the  advantages  of  integrating  machine  learning learning tools can support strategic decisions in promotions, approaches  into  performance  evaluations.  Linear  regression salary  adjustments,  and  career  development,  ensuring provided  a  transparent,  interpretable  framework  for alignment  between  organizational  goals  and  individual understanding  how  independent  variables  impact  the potential. 

dependent  variable,  while  the  Random  Forest  algorithm Future  research  should  expand  on  this  work  by demonstrated  superior  accuracy  and  precision,  achieving incorporating variables such as workplace culture, employee values  of  93%  and  90%,  respectively.  This  highlights  the engagement, 

and 

external 

socio-economic 

factors. 

robustness of ensemble methods in handling complex datasets Longitudinal  studies  are  also  recommended  to  assess  the and reducing overfitting risks compared to simpler models. 

sustained impact of workload adjustments over time, further A  notable  strength  of  the  Random  Forest  approach  is  its refining  the  predictive  capabilities  of  these  computational ability  to  capture  non-linear  relationships  and  interactions models. 

among  variables,  which  may  be  overlooked  by  linear regression. However, linear regression remains invaluable for its simplicity and ease of providing actionable insights through ACKNOWLEDGEMENT 
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Each employee has a number of workloads in the form of tasks and responsibilitics that
must be completed within a certain period of time. There are several aspects that are
assessed in performance evaluations, such as the number of working hours per weck, the
number of projects handled, the number of overtime hours to complete work, the number
of sick days, the number of team members, the number of hours to develop self-skills, job
promotion offers, ctc. All of these aspects certainly impact performance scores, employee
satisfaction scores, and the ability to survive. Excessive workload will have a negative
impact on physical and mental health, performance, and employee satisfaction levels. This
study aims to analyze the results of employee performance evaluations based on workload
factors using machine learning approaches such as lincar regression and random forest.
The computational results will be used to compare the effectiveness of machine learning
models and analyze the accuracy of the assessment results. The significance of this study
lies in its potential to enhance cmployee performance management systems by providing
accurate, data-driven insights for decision-making processes such as promotions,
compensation, and workforce planning. Practical and fair employee performance
assessments will cnable decision-makers to make informed choices regarding job
promotions, salary increases, annual bonuses, and employee carcer development.

1. INTRODUCTION

competencies required to complete assigned tasks and
responsibilities [7].

The sustainability of an organization is closely linked to the
performance of its employees [1]. Current employee
performance evaluation systems require re-evaluation due to
the influence of external factors such as social , economic, and
environmental conditions that can distort the assessment
process [2, 3]. A fair and accurate evaluation system can
decision-makers in making ethical and practical choices
regarding employee promotions, carcer advancement, and
training needs [4]. To achieve long-term cooperation and
growth, companies must guide employees toward
understanding the organizational vision and develop their
strategic management capabilities [5]. In this context, career
planning becomes essential as job competition intensifies [5].
Organizations prioritizing identifying and nurturing employee
talents are better equipped for sustainable development [6].
This study focuses on employees in the banking sector in
Indonesia, where workload indicators such as the number of

transactions  processed, customer accounts managed,
compliance reporting, and hours of training significantly
influence employee performance evaluations. Employee

performance identification often hinges on organizational
structure, strategic work unit dynamics, and the core

227

Employee job satisfaction and work behavior are pivotal in
determining organizational success, especially in industrial
settings [8]. Factors such as employee commitment,
workplace stress [9], absenteeism, and turnover [10] are
significantly influenced by workload satisfaction [11].
Workload management affects productivity, employee
engagement in problem-solving, and employees' willingness
to exert effort to improve performance [12]. The alignment
between employee competence and job requirements is key to
performance and satisfaction [13]. For example, assigning a
highly analytical employee to repetitive administrative tasks
may lead to disengagement, while placing a technically
underprepared employee in a high-responsibility role can
result in errors, stress, and dissatisfaction. Such mismatches
can compromise both individual outcomes and organizational
goals. Previous studies highlight the importance of achieving
this alignment through strategic interventions that leverage the
mediating role of employee performance and satisfaction and
the moderating influence of social exchange within the
workplace [14-17]. Such strategic interventions may include
targeted upskilling programs for employees with competency
gaps, job rotation schemes to align skills with tasks better, and
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