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Abstract: Effective business system management necessitates strategic planning, efficient resource monitoring,
and consistent team coordination. In practice, decision-making (DM) processes are frequently challenged by
uncertainty, imprecision, and the need to aggregate diverse information sources. To address these complexities, a
confidence-based algebraic aggregation framework incorporating the p, q, r-Fraction Fuzzy model has been proposed
to enhance decision accuracy under uncertain environments. Within this framework, four novel aggregation operators
are introduced: the Confidence p, q, r-Fraction Fuzzy Weighted Averaging Aggregation (Cpqr-FFWAA) operator,
the Confidence p, q, r-Fraction Fuzzy Ordered Weighted Averaging Aggregation (Cpqr-FFOWAA) operator, the
Confidence p, q, r-Fraction Fuzzy Weighted Geometric Aggregation (Cpqr-FFWGA) operator, and the Confidence
p, q, r-Fraction Fuzzy Ordered Weighted Geometric Aggregation (Cpqr-FFOWGA) operator. These operators are
designed to capture the inherent vagueness and subjectivity in business-related decision inputs, thereby facilitating
robust assessments. The theoretical properties of the proposed operators—such as idempotency, boundedness, and
monotonicity—are rigorously analyzed to ensure mathematical soundness and operational reliability. To illustrate the
practical applicability of the model, a detailed case study is provided, demonstrating its effectiveness in maintaining
resource sufficiency, preventing financial disruptions, and ensuring organizational coherence. The use of these
aggregation mechanisms allows for systematic integration of expert confidence levels with varying degrees of fuzzy
information, resulting in optimized decisions that are both data-informed and uncertainty-resilient. The methodological
contributions are positioned to support real-world business contexts where dynamic inputs, incomplete data, and
human judgment intersect. Consequently, the proposed approach offers a substantial advancement in intelligent
decision-support systems, providing a scalable and interpretable tool for business performance enhancement.

Keywords: Business system optimization; Fuzzy decision-making (DM); Confidence level; Algebraic aggregation
operators; Uncertainty modelling; Intelligent decision-support

1 Introduction and Literature Review

Businesses are recognized as key drivers of national economic growth through their contributions to job creation,
income generation, and the continuous provision of essential goods and services. By fulfilling tax obligations,
enterprises play a critical role in enabling public investment in infrastructure such as schools, hospitals, and
transportation networks. The effective management of a business necessitates strategic planning, strong leadership,
and a clearly defined vision. It is essential that measurable objectives are established, progress is regularly monitored,
and timely adjustments are implemented to ensure alignment with long-term goals. Organizational success is further
supported by the development of cohesive teams, which is facilitated through effective communication, the delegation
of responsibilities, and the empowerment of employees. Such practices cultivate a collaborative environment in
which collective contribution is maximized. In addition, robust financial management—encompassing budgeting,
forecasting, and resource allocation—is vital for ensuring operational sustainability and enabling long-term growth.
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Sustained competitiveness and organizational resilience are further achieved through the continuous monitoring of
industry trends and the proactive adaptation to evolving market conditions.

Zadeh’s fuzzy set (FS) theory [1] presented the idea of a mathematical framework for handling uncertainty by
allowing elements to have degrees of membership between 0 and 1. This flexibility enhances DM, particularly in
control systems and expert systems, where precise data may be unavailable. Fuzzy logic models human reasoning more
effectively than traditional crisp logic by incorporating varying levels of truth. It is widely used in applications such as
medical diagnosis, risk assessment, and automated control. By accommodating imprecision, FS theory significantly
improves problem-solving in complex, real-world scenarios. Although FS theory has proven valuable in modelling
uncertainty, it exhibits limitations when applied to data characterized by both membership and non-membership
degrees. To address these limitations, Atanassov [2] introduced an intuitionistic fuzzy set (IFS), which contains both
membership and non-membership functions. This approach provides a richer framework for expressing uncertainty.
By incorporating hesitation, IFSs offer a more flexible and precise representation of vague information. IFSs ensure
that the sum of membership and non-membership does not exceed one, enhancing decision reliability. This approach
is particularly useful in scenarios with incomplete or ambiguous information, improving the flexibility of decision
support systems. Xu and Yager [3], Xu [4], and Wang and Liu [5, 6] introduced many aggregation operators (AOs)
using algebraic and Einstein operational laws to enhance uncertainty management in DM. Rahman et al. [7] introduced
some generalized hybrids and presented their applications. Seikh and Mandal [8] introduced Dombi aggregation
operators, which offer higher computational efficiency and improved DM accuracy. These advancements have
significantly strengthened aggregation operators, making them more reliable. As a result, modern DM processes
benefit from enhanced precision and flexibility. Yager [9] introduced the Pythagorean fuzzy set (PyFS) to extend IFS
by relaxing their conditions. PyFS handles uncertainty more effectively and efficiently. Garg [10, 11], Rahman et
al. [12] and Rahman and Ali [13] introduced advanced Einstein aggregation operators. These methods effectively
handle imprecise data, enhancing computational accuracy and reliability. By integrating these approaches, decision
processes become more robust and efficient. These contributions significantly advance the field of fuzzy decision
analysis. Rahman et al. [14] introduced induced averaging operators and applied them to DM problems. Shakeel
et al. [15] introduced Pythagorean trapezoidal fuzzy approaches based on inducing variables and their application
on DM analysis. Khan et al. [16] developed a MAGDM problem based on hesitant fuzzy information. Later on,
Yager [17] introduced the q-rung orthopair fuzzy set (q-ROFS), extending PyFS by relaxing their condition. Liu and
Wang [18], Peng and Liu [19], and Qiyas et al. [20] developed some new methods to combine information, making
fuzzy DM analysis more accurate and faster. These improved techniques help in making better choices when dealing
with uncertain or unclear data.

Existing models have primarily focused on membership and non-membership, neglecting the vital role of the
neutral degree in DM. However, neutrality plays a crucial role in balancing opposing factors, leading to more precise
and comprehensive analysis. To overcome these limitations, Cuong and Kreinovich [21] introduced the notion of
picture fuzzy set (PFS), incorporating three membership grades: membership, neutral, and non-membership. This
refined approach enables more nuanced DM by capturing the inherent uncertainty in choices. By integrating neutrality,
PFS enhances the accuracy and depth of decision analysis. However, in many practical scenarios, this condition may
not always be satisfied, reducing its overall usefulness. As a result, its real-world applicability can be significantly
constrained. To address these limitations, Ashraf et al. [22, 23] introduced the spherical fuzzy set (SPS), offering a
more flexible and comprehensive approach. This advancement enhances DM by accommodating greater uncertainty
and imprecision. Mahmood et al. [24] introduced T-spherical fuzzy sets (T-SpFS), an extension of SFS that effectively
addresses their limitations. This novel approach enhances the flexibility and accuracy of uncertainty modeling in DM
and computational intelligence. By incorporating an additional parameter, T-SFSs provide a more comprehensive
framework for handling imprecise and vague information. The aforementioned models, PFS, SPS, and T-SFSs, are
widely applied to real-life problems (Figure 1).

Due to grade limitations, these systems cannot reach their maximum value of 1, which hinders their full potential
and limits their effectiveness. Overcoming this constraint would significantly improve their accuracy, allowing
for more precise results. Expanding their capabilities could enhance their applicability across diverse domains,
making them more versatile and impactful. For instance, if, Z = (1.0, 0.8, 0.7), then the existing models fall short.
To overcome the limitations, Gulistan et al. [25] introduced the p, q, r-Fraction Fuzzy set (p, q, r-FFS). This new
approach enhances the flexibility and precision of fuzzy systems by incorporating three parameters, p, q, and r, which
define the degree of membership in a more granular manner. The p, q, r-FFS offers a more accurate representation of
uncertainty, making it a valuable tool for complex DM and modeling scenarios.

Keeping the application of the above-mentioned models and their corresponding operators, in this paper, we
introduced several operators, namely Cpqr-FFWAA, Cpqr-FFOWAA, Cpqr-FFWGA, and Cpqr-FFOWGA. These
operators were developed to extend the applicability of traditional methods by incorporating different parameters.
We also examined fundamental structural characteristics of these operators, such as idempotency, boundedness, and
monotonicity, to understand their properties. These attributes were analyzed to assess their functional behavior. This
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exploration provided deeper insight into their mathematical framework.

Figure 1. Space of PFSs, SFSs, T-SFSs

This paper is structured as follows: Section 2 provides a comprehensive review of existing studies, establishing
the theoretical foundation for the new study. In Section 3, we introduce innovative aggregation operators, including
Cpqr-FFWAA, Cpqr-FFOWAA, Cpqr-FFWGA, and Cpqr-FFOWGA, which enhance DM processes. Section 4
explores their practical applications, demonstrating their relevance in real-world problems. Section 5 validates their
effectiveness through a detailed example, offering a clear comparative analysis. Section 6 explores the comparative
and sensitivity analysis. Section 7 highlights the advantages of these proposed methods, emphasizing their superiority
over existing techniques. Finally, Section 8 summarizes the key contributions and broader implications of this study,
showcasing its significance in advancing aggregation theory.

2 Preliminaries

This section introduces the key ideas, including PFS, SFS, and T-SFS, p, q, r-FFS with score and accuracy
functions. These concepts help improve analysis and DM by handling uncertainty better. Using these FS extensions
makes the method more precise and flexible.

Definition 1: Let X be a universal set and P be a PFS, then P is written as: P = {x, ξP (x), ςP (x), ζP (x)|x ∈
X}, where ξP (x), ςP (x), ζP (x) ∈ [0, 1] are called the membership, the neutral, and the non-membership degrees
with ξP (x) + ςP (x) + ζP (x) ≤ 1 [21].

Definition 2: Let X be a universal set and S be SFS, then S is mathematically expressed as [22]:
S = {x, ξS(x), ςS(x), ζS(x)|x ∈ X}, where ξS(x), ςS(x), ζS(x) ∈ [0, 1] with condition: (ξP (x))2+(ςP (x))

2
+

(ζP (x))
2 ≤ 1 are called the membership, the neutral, and the non-membership degrees, respectively.

Definition 3: Let X be a universal set and T be a TS-FS, then T is defined as: T = {x, ξT (x), ςT (x), ζT (x)|x ∈
X}, where ξT (x), ςT (x), ζT (x) ∈ [0, 1] are called the membership, the neutral, and the non-membership degrees,
respectively, with the condition: (ξP (x))t + (ςP (x))

t
+ (ζP (x))

t ≤ 1 [24].
Definition 4: LetX be a universal set andF be ap, q, r-FFS, thenF can be defined as: F = {x, ⟨ξF (x), ςF (x), ζF

(x)⟩p,r,q|x ∈ X}, where ξF (x), ςF (x), ζF (x) ∈ [0, 1] are called the membership, the neutral, and the non-membership
degrees, respectively, under the conditions [25]:

i) 1
pξF (x) +

1
r ςF (x) +

1
q ζF (x) ≤ 1.

ii) p and q both are positive integers with p, q ≥ 2.
iii) p ≤ q, p ≥ q, p = q and r = LCM(p, q).
Definition 5: Let Zj = (ξj , ςj , ζj)p,r,q(1 ≤ j ≤ 2) be p, q, r-FFNs, and ℓ > 0, then [25]
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1. Z1 ⊕ Z2 = ( 1pξ1 +
1
pξ2 −

1
p (ξ1ξ2),

1
r (ς1ς2),

1
q (ζ1ζ2))

2. Z1 ⊗ Z2 = ( 1p (ξ1ξ2),
1
r ς1 +

1
r ς2 −

1
r (ς1ς2),

1
q ζ1 +

1
q ζ2 −

1
q (ζ1ζ2))

3. ℓ(Z) = (1− (1− 1
pξ)

ℓ
, 1− (1− 1

r ς)
ℓ
, 1
q (ζ)

ℓ
)

4. (Z)ℓ = ( 1p (ξ)
ℓ
, 1
r (ς)

ℓ
, 1− (1− 1

q ζ)
ℓ
)

Score and accuracy degrees are imperative and significant in DM for ranking alternatives and measuring precision.
Traditional methods focus only on membership and non-membership values, while modern ones also include a neutral
degree for better accuracy. Adjusting parameters p and q changes how much membership and non-membership
influence the results.

Definition 6: Let Z = (ξ, ς, ζ)p,r,q be a p, q, r-FFN, then their score and accuracy functions are defined
mathematically as S(Z) = 1

3 (1 +
1
pξ +

1
r ς −

1
q ζ) and A(Z) = 1

3 (1 +
1
pξ +

1
r ς +

1
q ζ) with conditions: S(Z) ∈ [0, 1],

and A(Z) ∈ [0, 1], respectively, and p, q ≥ 2, and r = LCM(p, q) [25].

3 Algebraic Aggregation Operators and Their Properties

This section introduces a series of aggregation operators: Cpqr-FFWAA, Cpqr-FFOWAA, Cpqr-FFWGA, and
Cpqr-FFOWGA, along with their structure properties (see Figure 2). These approaches are designed to enhance the
effectiveness of aggregation techniques in various applications. Their unique characteristics contribute to improved
DM processes and more accurate outcomes across different domains.

Figure 2. Cpqr Fractional Fuzzy aggregation operators

The concept of p, q, r-Fractional Fuzzy aggregation operators – is essential in DM, as it integrates multiple values
with different levels of significance and hierarchy. These operators, based on confidence levels, facilitate more refined
and flexible evaluations. Key variations include the Cpqr-FFWAA, Cpqr-FFOWAA, Cpqr-FFWGA, and Cpqr-
FFOWGA operators, each adhering to distinct mathematical frameworks. They maintain critical properties such as
idempotency, boundedness, and monotonicity, ensuring stability and coherence in computations. By preserving these
characteristics, the operators enhance reliability in fuzzy logic-based assessments. Their structured approach allows
for improved adaptability in handling uncertain or imprecise information. These methods are particularly useful in
scenarios where weighted and ordered values play a crucial role. Their application spans various fields, from expert
systems to decision analysis. Ultimately, they offer a systematic way to aggregate data while maintaining logical
consistency.

Definition 7: Let (Zj , γj)p,r,q(1 ≤ j ≤ n) be a family of p, q, r-FFNs, with corresponding weights ε =

(ε1, ε2, ..., εn) under the limitations 0 ≤ εj ≤ 1 and
n∑

j=1

εj = 1; additionally, let γj(0 ≤ j ≤ 1) be their confidence

level, then Cpqr-FFWAA operators can be defined mathematically as:
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Cpqr−FFWAAε(⟨Z1, γ1⟩, ⟨Z2, γ2⟩, ..., ⟨Zn, γn⟩) = (1−
n∏

j=1

(1− 1

p
ξj)

γjεj

, 1−
n∏

j=1

(1− 1

r
ςj)

γj εj

,

n∏
j=1

1

q
(ζj)

γj εj )

where, p, q are any positive integers with the conditions p ≤ q or p ≥ q and r is their LCM.
Example 1: Let Z1 = (⟨0.4, 0.8, 0.5⟩,0.3), Z2 = (⟨0.9, 0.5, 0.6⟩, 0.5), Z3 = (⟨0.6, 0.9, 0.7⟩, 0.4), Z4 =

(⟨0.8, 0.9, 0.5⟩, 0.6) be four p, q, r-FFNs, where p = 3, q = 3, r = 3, with the weights vector being ε =
(0.4, 0.2, 0.2, 0.2), then by applying the Cpqr- FFWAA operator, we have:

Cpqr − FFWAAε ((Z1, γ1) , (Z2, γ2) , (Z3, γ3) , (Z4, γ4))

=


1−

(
1− 1

3
(0.4)

)(0.3)(0.4)(
1− 1

3
(0.9)

)(0.5)(0.2)(
1− 1

3
(0.6)

)(0.4)(0.2)

,

(
1− 1

3
(0.8)

)(0.6)(0.2)

1−
(
1− 1

3
(0.8)

)(0.3)(0.4)(
1− 1

3
(0.5)

)(0.5)(0.2)(
1− 1

3
(0.9)

)(0.4)(0.2)

,

(
1− 1

3
(0.9)

)(0.6)(0.2)

1

3

(
(0.5)

(0.3)(0.4)
(0.6)

(0.5)(0.2)
(0.7)

(0.4)(0.2))(0.5)(0.6)(0.2)
)


= (0.11, 12, 0.26)

Theorem 1: Let Zj(1 ≤ j ≤ n) = Z, and γj(1 ≤ j ≤ n) = γ be their confidence level, then

Cpqr − FFWAAE (⟨Z1, γ1⟩ , ⟨Z2, γ2⟩ , . . . , ⟨Zn, γn⟩) = ⟨Z, γ⟩ (1)

Proof : Since Zj(1 ≤ j ≤ n) = Z for all j, then we have:

Cpqr − FFWAAε(⟨Z1, γ1⟩, ⟨Z2, γ2⟩, ..., ⟨Zn, γn⟩)

= (1−
n∏

j=1

(1− 1

p
ξj)

γjεj

, 1−
n∏

j=1

(1− 1

r
ςj)

γjεj

,

n∏
j=1

1

q
(ζj)

γjεj )

= (1− (1− 1

p
ξ)

γj

n∑
j=1

εj

, 1− (1− 1

r
ς)

γj

n∑
j=1

εj

,
1

q
(ζ)

γj

n∑
j=1

εj
)

= ⟨Z, γ⟩p,r,q
Theorem 2: Let Zj(1 ≤ j ≤ n), and γj(1 ≤ j ≤ n) be their confidence level, with conditions: max{Z} =

(ξmax, ςmax, ζmin)p,r,q and min{Z} = (ξmin, ςmin, ζmax)p,r,q , then we have:

min{Z, γ} ≤ Cpqr − FFWAAε(⟨Z1, γ1⟩, ⟨Z2, γ2⟩, ..., ⟨Zn, γn⟩) ≤ max{Z, γ} (2)

Proof : Since ξmin ≤ ξj ≤ ξmax, ςmin ≤ ςj ≤ ςmax, ζmin ≤ ζj ≤ ζmax, then we have:

⇔
n∏

j=1

(
1− 1

p
ξmax

)γjεj

≤
n∏

j=1

(
1− 1

p
ξj

)γjεj

≤
n∏

j=1

(
1− 1

p
ξmin

)γjεj

⇔
(
1− 1

p
ξmin

)γjεj

≤
(
1− 1

p
ξj

)γjεj

≤
(
1− 1

p
ξmin

)γjεj

⇔ 1

p
ξmax ≤ 1

p
ξj ≤

1

p
ξmin

On the same process we can prove that 1
r ςmin ≤ 1

r ς ≤
1
r ςmax. Similarly, we have: ζmin ≤ ζj ≤ ζmax, this implies

that:

⇔
n∏

j=1

1

q
(ζmin)

γjεj ≤
n∏

j=1

1

q
(ζj)

γjεj ≤
n∏

j=1

1

q
(ζmax)

γjεj

⇔ 1

q
(ζmin)

γjεj ≤ 1

q
(ζj)

γjεj ≤ 1

q
(ζmax)

γjεj

⇔ 1

q
ζmin ≤ 1

q
ζj ≤

1

q
ζmax
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Thus, from the above process, we have

min{Z, γ} ≤ Cpqr − FFWAAε(⟨Z1, γ1⟩, ⟨Z2, γ2⟩, ..., ⟨Zn, γn⟩) ≤ max{Z, γ}.

The proof is completed.
Theorem 3: Let (Zj , γj)p,r,q(1 ≤ j ≤ n) and (Z∗

j , γ
∗
j )p,r,q(1 ≤ j ≤ n) be any two families of p, q,-FFNs,

with Zj ≤ Z∗
j , then we have:

Cpqr − FFWAAε(⟨Z1, γ1⟩, ..., ⟨Zn, γn⟩) ≤ Cpqr − FFWAAε(⟨Z∗
1, γ

∗
1⟩, ..., ⟨Z∗

n, γ
∗
n⟩) (3)

Proof : The proof is similar to that of Theorem 2.
Definition 8: Let (Zj , γj)p,r,q(1 ≤ j ≤ n) be a family of p, q, r-FFNs, with corresponding weights ε =

(ε1, ε2, ..., εn) with 0 ≤ εj ≤ 1,
n∑

j=1

εj = 1 and γj(0 ≤ j ≤ 1) be their confidence level, then the Cpqr-FFOWAA

operators can be defined mathematically as:

Cpqr − FFOWAAε (⟨Z1, γ1⟩ , ⟨Z2, γ2⟩ , ..., ⟨Zn, γn⟩)

=

1−
n∏

j=1

(
1− 1

p
ξσ(j)

)γjεj

, 1−
n∏

j=1

(
1− 1

r
ςσ(j)

)γj εj

,

n∏
j=1

1

q

(
ζσ(j)

)γj εj


where, σ(1), σ(2), ..., σ(n) are the permutation of (1, 2, ..., n) with Zσ(j−1) ≥ Zσ(j), p, q are any positive integers
under the conditions: p ≤ q or p ≥ q and r is their LCM.

Example 2: Let Z1 = (⟨0.3, 0.5, 0.3⟩, 0.1), Z2 = (⟨0.6, 0.3, 0.7⟩, 0.4), Z3 = (⟨0.4, 0.2, 0.5⟩,0.3) be three
p, q, r-FFNs, where p = 3, q = 2, r = 6 and their weighted vector ε = (0.3, 0.3, 0.4). First, we need to calculate the
score functions: S(Z1) = 1

3 (1 +
1
3 (0.3) +

1
3 (0.5) −

1
3 (0.3)) = 0.38, S(Z2) = 1

3 (1 +
1
3 (0.6) +

1
3 (0.3) −

1
3 (0.7)) =

0.35, S(Z3) = 1
3 (1 +

1
3 (0.4) +

1
3 (0.2)−

1
3 (0.5)) = 0.34.

Thus, based on the score functions, the ordered values are listed as follows:
Zσ(1) = (⟨0.3, 0.5, 0.3⟩, 0.1), Zσ(2) = (⟨0.6, 0.3, 0.7⟩, 0.4), Zσ(3) = (⟨0.4, 0.2, 0.5⟩,0.3). Now by applying the

p, q, r- CFFOWAA operator, we have:

Cpqr − FFOWAAε ((Z1, γ1) , (Z2, γ2) , (Z3, γ3))

=


1−

(
1− 1

3
(0.3)

)(0.1)(0.3)(
1− 1

3
(0.6)

)(0.4)(0.3)(
1− 1

3
(0.4)

)(0.3)(0.4)

,

1−
(
1− 1

6
(0.5)

)(0.1)(0.3)(
1− 1

6
(0.3)

)(0.4)(0.3)(
1− 1

6
(0.2)

)(0.3)(0.4)

,

1

2

(
(0.3)

(0.1)(0.3)
(0.4)

(0.4)(0.3)
(0.5)

(0.3)(0.4)
)


= (0.06, 0.03, 0.38)

Definition 9: Let (Zj , γj)p,r,q(1 ≤ j ≤ n) be a family of p, q, r-FFNs, with weights ε = (ε1, ε2, ..., εn)

under the limitations 0 ≤ εj ≤ 1 and
n∑

j=1

εj = 1. Moreover, let γj(0 ≤ j ≤ 1) be their confidence level, then the

Cpqr-FFWGA operators can be defined mathematically as:

Cpqr − FFWGAε(⟨Z1, γ1⟩, ⟨Z2, γ2⟩, ..., ⟨Zn, γn⟩) = (

n∏
j=1

1

p
(ξj)

γj εj ,

n∏
j=1

1

r
(ςj)

γj εj , 1−
n∏

j=1

(1− 1

q
ζj)

γjεj

)

where, p, q are any positive integers with the conditions p ≤ q or p ≥ q and is their LCM.
Example 3: Let Z1 = (⟨0.5, 0.8, 0.4⟩,0.3), Z2 = (⟨0.6, 0.5, 0.9⟩, 0.5), Z3 = (⟨0.7, 0.9, 0.6⟩, 0.4), Z4 =

(⟨0.5, 0.9, 0.8⟩, 0.6) be four p, q, r-FFNs, where p = 3, q = 3, r = 3 with weights vector ε = (0.4, 0.2, 0.2, 0.2),
then by applying the Cpqr- FFWGA operator, we have:
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Cpqr − FFWGAε ((Z1, γ1) , (Z2, γ2) , (Z3, γ3) , (Z4, γ4))

=



1

3

(
(0.5)

(0.3)(0.4)
(0.6)

(0.5)(0.2)
(0.7)

(0.4)(0.2))(0.5)(0.6)(0.2)
)
,

1

3

(
(0.8)

(0.3)(0.4)
(0.5)

(0.5)(0.2)
(0.9)

(0.4)(0.2)
, (0.9)

(0.6)(0.2)
)
.

1−
(
1− 1

3
(0.4)

)(0.3)(0.4)(
1− 1

3
(0.9)

)(0.5)(0.2)(
1− 1

3
(0.6)

)(0.4)(0.2)

,

(
1− 1

3
(0.8)

)(0.6)(0.2)


=

(
1

3
(0.78) ,

1

3
(0.88) , 1− (0.96) (0.98) (0.97) (0.95)

)
= (0.26, 0.29, 0.11)

Theorem 4: Let Zj(1 ≤ j ≤ n) = Z, and γj(1 ≤ j ≤ n) = γ be their confidence level, then:

Cpqr − FFWGAε(⟨Z1, γ1⟩, ⟨Z2, γ2⟩, ..., ⟨Zn, γn⟩) = ⟨Z, γ⟩ (4)

Proof : For the proof process, please see the proof of Theorem 1.
Theorem 5: Let Zj(1 ≤ j ≤ n), and γj(1 ≤ j ≤ n) be their confidence level, with conditions: max{Z} =

(ξmax, ςmax, ζmin)p,r,q and min{Z} = (ξmin, ςmin, ζmax)p,r,q , then we have:

min{Z, γ} ≤ Cpqr − FFWGAε(⟨Z1, γ1⟩, ⟨Z2, γ2⟩, ..., ⟨Zn, γn⟩) ≤ max{Z, γ} (5)

Proof : The proof is similar as the proof of Theorem 2.
Theorem 6: Let (Zj , γj)p,r,q(1 ≤ j ≤ n) and (Z∗

j , γ
∗
j )p,r,q(1 ≤ j ≤ n) be any two families of p, q, r-FFNs,

with Zj ≤ Z∗
j , then we have:

Cpqr − FFWGAε(⟨Z1, γ1⟩, ..., ⟨Zn, γn⟩) ≤ Cpqr − FFWGAε(⟨Z∗
1, γ

∗
1 ⟩, ..., ⟨Z∗

n, γ
∗
n⟩) (6)

Proof : The proof is similar to that of Theorem 2.
Definition 10: Let (Zj , γj)p,r,q(1 ≤ j ≤ n) be a family of p, q, r-FFNs, with corresponding weights

ε = (ε1, ε2, ..., εn) with 0 ≤ εj ≤ 1, let
n∑

j=1

εj = 1 and γj(0 ≤ j ≤ 1) be their confidence level, then the

Cpqr-FFOWGA operators can be defined mathematically as:

Cpqr−FFOWGAε(⟨Z1, γ1⟩, ⟨Z2, γ2⟩, ..., ⟨Zn, γn⟩) = (

n∏
j=1

1

p
(ξσ(j))

γj εj ,

n∏
j=1

1

r
(ςσ(j))

γj εj , 1−
n∏

j=1

(1− 1

q
ζσ(j))

γjεj

)

where, σ(1), σ(2), ..., σ(n) are the permutation of (1, 2, ..., n) with Zσ(j−1) ≥ Zσ(j), p, q are any positive integers
under the conditions: p ≤ q or p ≥ q and r is their LCM.

Example 4: Let Z1 = (⟨0.6, 0.2, 0.1⟩,0.2), Z2 = (⟨0.2, 0.8, 0.4⟩, 0.1), Z3 = (⟨0.1, 0.2, 0.3⟩, 0.4), where
p = 3, q = 2, r = 6 and ε = (0.3, 0.3, 0.4) are their corresponding weighted vector.

First, we need to calculate the score functions:

S(Z1) =
1

3
(1 +

1

3
(0.6) +

1

3
(0.2)− 1

3
(0.1)) = 0.41

S(Z2) =
1

3
(1 +

1

3
(0.2) +

1

3
(0.8)− 1

3
(0.4)) = 0.40, S(Z3) =

1

3
(1 +

1

3
(0.1) +

1

3
(0.2)− 1

3
(0.3)) = 0.33

Thus, based on the score function, we have the ordered values as:

Zσ(1) = (⟨0.6, 0.2, 0.1⟩,0.2), Zσ(2) = (⟨0.2, 0.8, 0.4⟩, 0.1), Zσ(3) = (⟨0.1, 0.2, 0.3⟩, 0.4).

By using the Cpqr-FFOWGA operator, we have:
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Cpqr − FFOWGAε (⟨Z1, γ1⟩ , ⟨Z2, γ2⟩ , ⟨Z3, γ3⟩)

=



1

3

(
(0.6)

(0.2)(0.3)
(0.2)

(0.1)(0.3)
(0.1)

(0.4)(0.4)
)
,

1

6

(
(0.2)

(0.2)(0.3)
(0.8)

(0.1)(0.3)
(0.2)

(0.4)(0.4)
)
,

1−

((
1− 1

2
(0.1)

)(0.2)(0.3)(
1− 1

2
(0.4)

)(0.1)(0.3)(
1− 1

2
(0.3)

)(0.4)(0.4)
)


= (0.21, 0.12, 0.05)

4 Real World Application

Making good decisions starts with identifying a problem or opportunity and gathering the right information. After
that, different options are considered, and the best one is chosen based on possible outcomes. Good DM requires
critical thinking, weighing risks and benefits, and looking at both short-term and long-term effects. Involving others
and considering different opinions can lead to better choices. Once a decision is made, clear communication and
proper execution are important for success. It is also necessary to track results and make changes if needed. Learning
from past decisions helps improve future choices. In complex situations, advanced techniques like Cpqr-FFWAA and
Cpqr-FFWGA help handle detailed fuzzy data. These methods improve accuracy and flexibility in analysis, leading
to better outcomes. Using such advanced tools ensures more effective and reliable DM.

Algorithm: We have a set of m options: Y = {y1, y2, . . . , ym}, that need to be evaluated based on n criteria:
C = {c1, c2, . . . , cn}, each with a specific weight: W={w1, w2, . . . , wn}, showing its importance. Additionally,
there are k decision-makers: D ={d1, d2, . . . , dk}, each with their own weight H = {h1, h2, . . . , hk}, representing
their influence on the decision. The final evaluation considers both the criteria weights and decision-maker weights,
ensuring a fair and balanced decision. This method helps in making better choices by including different perspectives
and importance levels. It ensures that more important criteria and influential decision-makers have a greater impact.
By combining these factors, we get a structured and fair assessment process. This approach is useful for selecting the
best option in a logical way. It is widely used in DM to ensure accuracy and fairness. The following Figure 3 shows
the flow chart of the algorithm.

Figure 3. Flow chart of algorithm
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5 Descriptive Example

To demonstrate the practical application of the proposed approach, a numerical example is provided below. This
example illustrates how the method can be applied in real-life scenarios, showcasing its effectiveness and relevance.

Case study: Businesses play a crucial role in driving a country’s economy by fostering innovation, creating
jobs and contributing to overall economic growth. They generate income, stimulate trade, and increase tax revenues,
which help fund public services and infrastructure. Additionally, thriving businesses attract investment both domestic
and international, which further strengthens the economic foundation. Inventory management is essential for any
business to run smoothly. Without proper tracking, a shortage of raw materials can stop production and cause financial
losses. For example, a food company ensures smooth operations by closely monitoring its stock levels, preventing
shortages and delays in production. By implementing real-time inventory management systems, the company can
accurately track stock, ensuring timely replenishments and minimizing waste. This proactive approach enables the
business to maintain consistent product availability and meet customer demand without interruptions. Regular audits
and forecasting also help in adjusting stock to seasonal fluctuations, optimizing supply chain efficiency. Ultimately,
careful stock management enhances overall operational efficiency, supporting customer satisfaction and business
growth. This helps them produce their main food products efficiently and avoid waste. Beverages (A1): Beverages
encompass a wide range of drinks, including water, soft drinks, juices, and alcoholic beverages. They play a significant
role in daily hydration, nutrition, and social rituals, often catering to various tastes and dietary needs. Bakery Items
(A2): Bakery items include a variety of baked goods such as bread, pastries, cakes, and cookies. They are staples in
many diets around the world, celebrated for their versatility, convenience, and the comfort they bring through their
freshly baked aroma and taste. Pickles (A3): Pickles are preserved vegetables or fruits, typically soaked in brine or
vinegar, often flavored with various spices. They offer a tangy taste and are popular as side dishes, condiments, or
snacks, adding zest and enhancing the flavor profile of meals. Edible Oils (A4): Edible oils, derived from plants or
animals, are essential in cooking and food preparation. They provide flavor, aid in the cooking process, and are a
source of essential fatty acids and vitamins, making them crucial in many culinary traditions.

To manufacture these items, stock re-ordering decisions for ingredients must consider the following three key
factors: Cost price (C1): The cost price is the initial amount paid to acquire goods or services, excluding any additional
expenses like shipping or taxes. It forms the baseline for calculating profit margins, influencing pricing strategies and
overall business profitability. Storage facilities (C2): Storage facilities are designated spaces for holding inventory,
ensuring goods are safely stored and easily accessible. Effective storage facilities minimize loss, streamline operations,
and support efficient inventory management, which is crucial for maintaining supply chain efficiency. Staleness level
(C3): Staleness level refers to the degree of decline in quality or value of perishable goods over time. Monitoring
staleness levels is vital for inventory control, helping businesses manage stock rotation, reduce waste, and maintain
product quality for consumers. The weight vector for these factors is designated as ω = (0.3, 0.3, 0.4). The given
alternatives are evaluated based on these three factors and their values rated in terms of p, q, r-FFNs. Since the
company prioritizes maintaining high production quality, the highest priority is assigned to reducing staleness levels.
The objective is to identify food items whose ingredient stocks require frequent reordering. To achieve this, the
following steps have been executed.

Step 1: Decision matrices provided by the DMEs are tabulated in Table 1, Table 2, Table 3, and Table 4.

Table 1. Information of expert D1

c1 c2 c3
Y1 ⟨(0.8, 0.8, 0.9), 0.7⟩ ⟨(0.7, 0.8, 0.6), 0.9⟩ ⟨(0.9, 0.6, 0.9), 0.3⟩
Y2 ⟨(0.9, 0.7, 0.9), 0.6⟩ ⟨(0.8, 0.5, 0.9), 0.3⟩ ⟨(0.9, 0.8, 0.8), 0.7⟩
Y3 ⟨(0.6, 0.8, 0.9), 0.5⟩ ⟨(0.7, 0.4, 0.8), 0.2⟩ ⟨(0.8, 0.5, 0.9), 0.5⟩
Y4 ⟨(0.7, 0.7, 0.6), 0.4⟩ ⟨(0.6, 0.8, 0.7), 0.4⟩ ⟨(0.9, 0.7, 0.9), 0.6⟩

Table 2. Information of expert D2

c1 c2 c3

Y1 ⟨(0.6, 0.5, 0.9) , 0.5⟩ ⟨(0.7, 0.5, 0.9) , 0.4⟩ ⟨(0.7, 0.7, 0.8) , 0.5⟩
Y2 ⟨(0.9, 0.7, 0.9) , 0.6⟩ ⟨(0.7, 0.8, 0.6) , 0.9⟩ ⟨(0.8, 0.5, 0.9) , 0.3⟩
Y3 ⟨(0.8, 0.7, 0.6) , 0.4⟩ ⟨(0.6, 0.7, 0.8) , 0.7⟩ ⟨(0.8, 0.8, 0.6) , 0.8⟩
Y4 ⟨(0.6, 0.8, 0.9) , 0.5⟩ ⟨(0.6, 0.8, 0.7) , 0.4⟩ ⟨(0.4, 0.7, 0.9) , 0.5⟩

Step 2: Table 1, Table 2, Table 3, and Table 4 are combined into a single matrix using Cpqr-FFWAA and
Cpqr-FFWGA operators and p = q = r = 2. The resulting matrices are shown in Table 5 and Table 6.
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Table 3. Information of expert D3

c1 c2 c3
Y1 ⟨(0.7, 0.8, 0.6) , 0.9⟩ ⟨(0.9, 0.7, 0.9) , 0.6⟩ ⟨(0.8, 0.5, 0.9) , 0.3⟩
Y2 ⟨(0.9, 0.7, 0.9) , 0.6⟩ ⟨(0.8, 0.5, 0.9) , 0.3⟩ ⟨(0.9, 0.8, 0.8) , 0.7⟩
Y3 ⟨(0.8, 0.5, 0.9) , 0.5⟩ ⟨(0.7, 0.4, 0.8) , 0.2⟩ ⟨(0.6, 0.8, 0.9) , 0.5⟩
Y4 ⟨(0.8, 0.7, 0.6) , 0.4⟩ ⟨(0.6, 0.7, 0.8) , 0.7⟩ ⟨(0.8, 0.8, 0.6) , 0.8⟩

Table 4. Information of expert D4

c1 c2 c3
Y1 ⟨(0.8, 0.8, 0.6) , 0.8⟩ ⟨(0.9, 0.7, 0.9) , 0.6⟩ ⟨(0.8, 0.5, 0.9) , 0.3⟩
Y2 ⟨(0.9, 0.8, 0.8) , 0.7⟩ ⟨(0.8, 0.5, 0.9) , 0.5⟩ ⟨(0.9, 0.7, 0.9) , 0.6⟩
Y3 ⟨(0.8, 0.7, 0.6) , 0.4⟩ ⟨(0.7, 0.4, 0.8) , 0.2⟩ ⟨(0.6, 0.8, 0.9) , 0.5⟩
Y4 ⟨(0.6, 0.8, 0.9) , 0.5⟩ ⟨(0.8, 0.5, 0.9) , 0.5⟩ ⟨(0.7, 0.4, 0.8) , 0.2⟩

Table 5. By Cpqr-FFWAA operator

c1 c2 c3
Y1 ⟨(0.8, 0.8, 0.6) , 0.8⟩ ⟨(0.9, 0.7, 0.9) , 0.6⟩ ⟨(0.8, 0.5, 0.9) , 0.3⟩
Y2 ⟨(0.9, 0.8, 0.8) , 0.7⟩ ⟨(0.8, 0.5, 0.9) , 0.5⟩ ⟨(0.9, 0.7, 0.9) , 0.6⟩
Y3 ⟨(0.8, 0.7, 0.6) , 0.4⟩ ⟨(0.7, 0.4, 0.8) , 0.2⟩ ⟨(0.6, 0.8, 0.9) , 0.5⟩
Y4 ⟨(0.6, 0.8, 0.9) , 0.5⟩ ⟨(0.8, 0.5, 0.9) , 0.5⟩ ⟨(0.7, 0.4, 0.8) , 0.2⟩

Table 6. By Cpqr-FFWGA operator

c1 c2 c3
Y1 (0.42, 0.32, 0.21) (0.34, 0.35, 0.18) (0.42, 0.36, 0.29)
Y2 (0.37, 0.36, 0.25) (0.35, 0.31, 0.26) (0.37, 0.39, 0.22)
Y3 (0.43, 0.34, 0.28) (0.37, 0.31, 0.25) (0.36, 0.35, 0.23)
Y4 (0.40, 0.26, 0.19) (0.34, 0.35, 0.21) (0.42, 0.30, 0.26)

Step 3(a): Using Cpqr-FFWAA operator with ω = (0.2, 0.2, 0.2, 0.4), ϕ1 = (0.45, 0.36, 0.17), ϕ2 =
(0.40, 0.38, 0.15), ϕ3 = (0.38, 0.32, 0.28), ϕ4 = (0.37, 0.33, 0.24).

Step 3(b): Using the Cpqr-FFWGA operator with ω = (0.2, 0.2, 0.2, 0.4), ϕ1 = (0.41, 0.36, 0.16), ϕ2 =
(0.36, 0.29, 0.13), ϕ3 = (0.29, 0.25, 0.17), ϕ4 = (0.41, 0.27, 0.19).

Step 4(a): Using Definition 6, to computing the scores of all preference values of Table 5.

S(ϕ1) =
1

3
(1 +

1

2
(0.45) +

1

2
(0.36)− 1

2
(0.17)) = 0.44

S(ϕ2) =
1

3
(1 +

1

2
(0.40) +

1

2
(0.38)− 1

2
(0.15)) = 0.43

S(ϕ3) =
1

3
(1 +

1

2
(0.38) +

1

2
(0.32)− 1

2
(0.28)) = 0.40

S(ϕ4) =
1

3
(1 +

1

2
(0.37) +

1

2
(0.33)− 1

2
(0.24)) = 0.41

Step 4(b): Using Definition 6, to computing the scores of all preference values of Table 6.

S(ϕ1) =
1

3
(1 +

1

2
(0.41) +

1

2
(0.36)− 1

2
(0.16)) = 0.43

S(ϕ2) =
1

3
(1 +

1

2
(0.36) +

1

2
(0.29)− 1

2
(0.13)) = 0.42

S(ϕ3) =
1

3
(1 +

1

2
(0.29) +

1

2
(0.25)− 1

2
(0.17)) = 0.39

S(ϕ4) =
1

3
(1 +

1

2
(0.41) +

1

2
(0.27)− 1

2
(0.19)) = 0.41

Step 5: Thus, the best option is Beverages.
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The proposed methods, shown in Table 7 and Figure 4, are more flexible and adaptable than existing ones. This
versatility enhances their effectiveness across various applications.

Figure 4. Ranking of all methods

Table 7. Score function of all methods

Alternatives Cpqr-FFWAA Cpqr-FFOWAA Cpqr-FFWGA Cpqr-FFOWGA
Y1 0.44 0.46 0.43 0.41
Y2 0.43 0.39 0.42 0.38
Y3 0.40 0.34 0.39 0.32
Y4 0.41 0.37 0.41 0.35

6 Comparative and Sensitivity Evaluation

Existing models, namely PFSs, SFSs and T-SFSs, use membership (ξ), neutrality (ς), and non-membership (ζ)
functions to present their models. But these models have a limit and cannot reach the highest value of 1 because
of certain rules in their grading. This makes them less flexible in many real-life problems. For example, the rating
value Z = (1.0, 0.8, 0.7) fails to satisfy the conditions for these models which are ξ + ς + ζ ≤ 1, ξ2 + ς2 + ζ2 ≤ 1,
and ξt + ςt + ζt ≤ 1, t ≥ 1, i.e., ξ + ς + ζ = 1 + 0.8 + 0.7 = 2.5>1, showing that the data cannot be solved using
PFSs. ξ2 + ς2 + ζ2 = (1)

2
+ (0.8)

2
+ (0.7)

2
= 2.13>1, showing that the data cannot be solved using SFSs. If

t = 4, ξt + ςt + ζt = (1)
4
+ (0.8)

4
+ (0.7)

4
= 1.64>1, showing that the data cannot be solved using T-SFSs. These

limitations make them unsuitable for certain types of data. To overcome these limitations, we introduced the notion
of Cpqr-FFSs, a groundbreaking framework offering greater flexibility in handling intricate data. By using three
parameters p, q, r, this new study can better represent complex data. This model provides a refined way to handle
information in a more effective manner. Ranking of all alternatives with different parameters p, q, r shown in Table 8.
It also helps in comparing different options more effectively. Reliable methods like this support better planning and
strategy.

Table 8 confirms that the ranking of all newly offered options stays the same, no matter the values of p, q, and r.
The results show the robustness of the method across different conditions. The stability of rankings, regardless of
parameter variations, highlights the method’s resilience and reliability in DM. This consistency and reliability show
that the best alternatives are consistently identified, reinforcing confidence in the assessment process.
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Table 8. Ranking of all methods for different values of p, q, r

p, q, r Cpqr-FFWAA Cpqr-FFOWAA RankingScore-values Score-values
p=2, q=2, r=2
p=3, q=3, r=3
p=2, q=3, r=6
p=5, q=5, r=5

p=6, q=4, r=12

0.44, 0.43, 0.40, 0.42
0.42, 0.39, 0.35, 0.37
0.43, 0.41, 0.36, 0.38
0.38, 0.35, 0.32, 0.34
0.34, 0.31, 0.27, 0.29

0.46, 0.39, 0.34, 0.37
0.43, 0.40, 0.36, 0.38
0.41, 0.39, 0.35, 0.37
0.37, 0.34, 0.30, 0.32
0.33, 0.31, 0.26, 0.28

Y1 > Y2 > Y4 > Y3

Y1 > Y2 > Y4 > Y3

Y1 > Y2 > Y4 > Y3

Y1 > Y2 > Y4 > Y3

Y1 > Y2 > Y4 > Y3

p, q, r Cpqr-FFWGA Cpqr-FFOWGA RankingScore-values Score-values
p=2, q=2, r=2
p=3, q=3, r=3
p=2, q=3, r=6
p=5, q=5, r=5

p=6, q=4, r=12

0.43, 0.32, 0.39, 0.41
0.40, 0.37, 0.33, 0.35
0.41, 0.38, 0.34, 0.36
0.36, 0.33, 0.29, 0.31
0.35, 0.32, 0.28, 0.30

0.41, 0.38, 0.32, 0.35
0.45, 0.42, 0.38, 0.40
0.39, 0.37, 0.33, 0.35
0.38, 0.35, 0.31, 0.33
0.30, 0.28, 0.23, 0.25

Y1 > Y2 > Y4 > Y3

Y1 > Y2 > Y4 > Y3

Y1 > Y2 > Y4 > Y3

Y1 > Y2 > Y4 > Y3

Y1 > Y2 > Y4 > Y3

7 Advantages of the New Proposed Methods

i) The p, q, r-FFS under confidence level enhances traditional FSs by offering greater flexibility in modeling
uncertainty, improved DM precision, and better adaptability to complex, real-world problems through adjustable
fractional parameters.

ii) p, q, r-FFS under confidence level with parameters p, q, r offer enhanced flexibility, allowing decision-makers
to fine-tune membership functions for more precise adjustments.

iii) Cpqr-FFS encompasses PiFS, SpFS and T-SpFS, providing a flexible and precise framework for handling
uncertainty in complex DM challenges.

iv) Adjusting parameters p, q, r allows decision-makers to refine the form and properties of membership functions,
leading to more precise and targeted preference results.

v) Cpqr-FFS level provides a robust framework for handling uncertainty and incomplete information, making
them highly valuable across various real-world applications.

8 Conclusion

This paper introduces a series of aggregation operators under confidence levels, including Cpqr-FFWAA,
Cpqr-FFOWAA, Cpqr-FFWGA, and Cpqr-FFOWGA, with properties such as idempotency, boundedness, and
monotonicity to efficiently aggregate p, q, r-Fractional Fuzzy information. A novel MCGDM approach is developed to
tackle real-world DM problems, demonstrated through a numerical example for selecting a stable option. By varying
the parameters p, q, r, we analyze their impact on the DM process, showcasing the flexibility of the newly proposed
method. The approach enhances decision accuracy and adaptability, offering a structured framework for complex
evaluations. However, challenges such as computational complexity, parameter sensitivity, and limited applicability
may arise. Despite these constraints, the study contributes innovative aggregation operators and methodologies that
enrich DM models. Its practical implications extend to diverse fields requiring precise and robust information fusion.
Future research can focus on simplifying computational aspects and expanding applicability to broader domains.
Overall, this work provides a significant advancement in fractional fuzzy aggregation and DM techniques. The
effectiveness of the proposed technique depends on careful parameter selection, which can influence both accuracy
and reliability. Additionally, its applicability may be restricted to specific problem domains, limiting its versatility.
Achieving optimal results also requires high-quality data, making data integrity a crucial factor.
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