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Abstract: This study delves into the intricate relationships among returns of diverse indices within the Tehran
stock market, employing both Pearson and partial correlation coefficients as analytical tools. Utilizing monthly
data from fourteen capital market indices, the investigation applies the k-means method for clustering based on four
critical attributes: risk, efficiency, average industry index, and the number of companies within each industry. The
findings reveal that when the total index is considered as a controlling variable, the partial correlation analysis yields
distinct insights into the interconnections among market indices, thereby highlighting the significant influence of
the total index on these relationships. Moreover, the clustering analysis categorizes the indices into three distinct
groups: the first cluster exclusively comprises the total index; the second cluster includes indices from the automobile,
pharmaceutical, metal, cement, chemical, and food sectors; whereas the remaining indices are allocated to the third
cluster. This multifaceted approach not only elucidates the dynamic interplay between different stock market indices
but also underscores the variability in their interrelations when viewed through the lens of a controlled variable. The
study’s methodological rigor and its innovative use of multiscale partial correlation analysis contribute to a deeper
understanding of the factors shaping the Tehran stock market’s behavior, offering valuable insights for investors,
policymakers, and scholars alike.
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1 Introduction
Understanding the complex nature of financial markets, especially after the recent crisis in 2008, left a big

challenge for everyone. Recent studies have analyzed a set of big data on financial markets and modeled the static
and dynamic behaviors of this very complex system [1]. One of the prominent features in financial markets is the
correlation (positive or negative) between the price movements of different financial assets. The existence of a high
degree of cross-correlation between the simultaneity of a set of stock returns is a well-known empirical fact [2, 3].
Pearson’s correlation coefficient provides information about the similarity in the behavior of specific stock price
changes. Much effort has been made to extract information from observed correlations to gain insights into financial
markets’ underlying structure and dynamics [4]. Most of these cases have been used in finance, especially in portfolio
analysis, where an understanding of the linear relationship between different stock market returns has been proposed.
For example, the average variance portfolio theory has been used to calculate portfolio variance [5].

However, despite its popularity and ease of calculation, Kenett et al. [4] emphasized that the Pearson correlation
coefficient also had a critical limitation when being used in financial applications. A high correlation value for stock
market returns does not necessarily mean a direct relationship between two stocks but a common underlying influence
by macroeconomic or psychological factors related to investors [6, 7].

To properly understand the direct correlation structure between stocks in such a situation, it is essential first
to consider the common factors that influence stock movements, represented mainly by the stock market index in
the framework of the Capital Asset Pricing Model (CAPM) [8]. The partial correlation coefficient enables such
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calculations by quantifying the correlation between two stock returns while considering the effect of the third variable
that affects both returns [9]. On the other hand, clustering is an essential topic in financial markets. Cluster analysis
is used to group sets of objects with similar characteristics. Investors use cluster analysis in financial markets to
develop a cluster trading approach [10, 11]. This analysis helps them to build a diversified portfolio. Stocks with a
high correlation are based on returns and placed in a basket. In the other basket, those with less correlation will be
placed [12].

In the same way, clustering will be done until every share is in one category. If done correctly, different clusters
will show minimal correlation with each other. In this way, investors get all the virtues of diversification, including
loss reduction, capital preservation, and taking riskier trades without adding to the total risk [6, 13].

Therefore, the current study aims to cluster and analyze the relationship between stock market returns with a partial
correlation approach. This study can contribute in two ways: it strengthens the knowledge of using the correlation
coefficient regarding diversification and financial contagion. In portfolio diversification programs, the primary
consideration is the correct estimation of correlation matrices between asset returns. Correlation coefficients have
also been used in the financial contagion literature, where the main objective is to measure intermarket relationships
in financial markets after a shock to one or more countries.

2 Research Literature
2.1 Stock Correlation

While people may be focused on how individual stocks in the portfolio react to the market independently of
other stocks, understanding how they move alongside other stocks can provide a more cohesive view of the portfolio.
"Stock correlation is important because it can show an investor that they may not be as diversified as they think," says
Landsberg. "As for stocks in different sectors, if their returns depend on one thing (e.g., the economy in a particular
state), the portfolio has almost no protection against diversification." Diversification is a strategy for risk management.
It means don’t put all eggs in one basket. Having a mix of different types of stocks, mutual funds, bonds, and other
investments allows people to insulate their portfolio against the inevitable fluctuations in the market. Portfolios
that "overweight" a particular stock or sector are much more sensitive to market fluctuations. Understanding stock
correlation can help avoid it. Landsberg: "Investors may be surprised to learn that only a few fundamental factors
may be driving their portfolio" [14].

2.2 Index Market
In finance, a stock index is an index that measures the performance of a stock market or a subset of the stock

market. It helps investors compare current stock price levels with past prices to calculate market performance. A
market index is a hypothetical set of investments that represents a part of the financial market. The calculation of the
index value is obtained from the prices of the underlying assets. Some indices have values based on market value
weighting, income weighting, floating weight, and base weight. Weighting is adjusting the individual influence of
items in an index. The stock market index, also known as the stock index, is a statistical measure that reflects the
changes in the market. It is created by grouping several similar stocks among securities listed on the stock exchange,
and the selection criteria can be the size of a company, its market capitalization, or the type of industry.The underlying
stock price changes affect the index’s overall value. If the prices increase, the index increases; and if prices decreases,
it index also decreases [15–17].

2.3 Previous Researches
Michis [6] researched multiscale partial correlation clustering of stock market returns. The results indicate cluster

formations that vary by time scale, which require different stock selection strategies for investors with different
investment horizon orientations. Ren et al. [18] thought that they had evidence of solid risk communication among
global stock markets in general and multiscale networks. They have found that their topological properties are different
across time-frequency horizons. The U.S. and Eurozone stock markets play a significant role in risk transfer. Most
developing markets remain inactive in multiscale risk communication networks.

Millington and Niranjan [19] concluded that the financial sector was considered the most crucial sector for most
of the dataset. Finally, they showed a slight negative correlation between the centrality of a firm and its out-of-sample
risk. Kenett et al. [4] concluded that this method provided new insights into financial market dynamics. This method
reveals implicit effects in the game between stocks.

2.4 Research Questions
Based on the literature, two questions have been raised in this research:
Q1: Is it possible to use the Pearson and partial correlation index for the returns of stock market indices in different

sectors of economic activity?
Q2: How can the clustering of stock market indices affect the decisions of analysts and investors?

2



3 Research Methodology
3.1 Research Population

In the current research, according to the topic and its application, the research community includes all the indices
of Tehran’s capital market for each industry, whose data is available from 2013 to 2022. In this study, the selection
of sample indicators was based on those considered most vital, encompassing industries with a greater number of
companies. After the review, 14 indices were randomly selected, including the total index, 30 companies, mass
production, automobile, pharmaceutical, agriculture, metals, cement, chemical, oil, food, sugarcane, banks, and
insurance.

3.2 Data Analysis Method
This research used Pearson and partial correlation to check the correlation between indices. Also, the k-means

clustering method was employed using four characteristics: (1) risk, (2) the number of companies in the industry, (3)
the average monthly return, and (4) the average degree of the index.
3.2.1 Pearson correlation

Pearson’s correlation is the most widely used correlation statistic to measure the degree of relationship between
linearly related variables. For example, Pearson’s correlation is used to measure the relationship between two stocks
in the stock market. Point-binary correlation is done with Pearson’s correlation formula, with the difference that one
of the variables is dichotomous. The following formula is used to calculate Pearson correlation r [20]:
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where, rxy is the Pearson correlation coefficient r between x and y;n denotes the number of observations; xi is the
value of x (for the first observation); yi is the value of y (for the i-th observation).
3.2.2 Cluster analysis

Cluster analysis is a type of data classification done by separating data into groups. The purpose of cluster analysis
is to classify n objects into k groups (k > 1) called clusters using p variables (p > 0). Like many other types of
statistics, cluster analysis has different types, each with its own clustering method. The main subsection of clustering
methods is that the number of clusters is predefined in the first method. This method is known as the k-means
clustering method. When the number of clusters is not defined in advance, hierarchical cluster analysis is used.

In centroid-based clustering, each cluster is represented by a centroid vector, which is not necessarily a dataset
member. When the number of clusters is fixed at k, k-means clustering provides a formal definition as an optimization
problem. After k cluster centers are found and the objects are assigned to the nearest cluster center, the squared
distances from the cluster are minimized. Most k-means type algorithms require that the number of clusters k be
determined in advance, which is one of the biggest drawbacks of these algorithms. In addition, the algorithms prefer
clusters of approximately the same size since they always assign an object to the closest center. It often leads to
incorrect clipping of cluster boundaries (which is not surprising since the algorithm optimizes cluster centers instead
of cluster boundaries) [21].

4 Data Analysis and Research Findings
4.1 Descriptive Statistics

In this research, descriptive statistics for index performance and, once again, for the index numbers have been
extracted as the standard deviation from the dispersion index group and the average from the central index group. It
should be noted that these results were removed based on monthly data. The results are shown in Table 1.

According to Table 1, it can be seen that the highest and lowest returns in 10 years were related to the oil and
automobile index, which experienced even more than 100% in terms of returns. Also, regarding average efficiency,
the automobile and agriculture index had the highest monthly efficiency. Also, most of the indices created a higher
yield compared to the total index, which in financial discussions indicates the creation of excess yield. Also, in terms
of risk, measured by the standard deviation of efficiency, the highest risk is related to the car index, and the lowest risk
is the overall index. But for all indicators, the standard deviation is higher than the average return, which indicates the
high fluctuations of the indicators. Also, Figure 1 shows the performance trends of the indicators during the period
under review. As can be seen, the automotive and oil industry achieved the highest efficiency.
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4.2 Correlation
Correlation is a bivariate analysis that measures the strength of the relationship between two variables and the

direction of the relationship. Regarding the relationship’s strength, the correlation coefficient’s value varies between
+1 and -1. The value of ±1 indicates the degree of relationship between two variables. As the correlation coefficient
value goes toward 0, the relationship between the two variables will be weaker. The coefficient sign indicates the
direction of the relationship. The (+) sign indicates a positive relationship, and the (-) sign indicates a negative
relationship. In this research, the correlation has been tested once by considering the two-by-two relationship of the
indices and once again by controlling the total index. Therefore, the correlation table is presented in two parts. The
Pearson correlation coefficient was obtained between the quantities in a section called none. The other section of
Table 2 is related to the state included in correlation analyses under the total index controller title for years.

Table 1. Descriptive statistics of the efficiency of each index

No. Mean Max Min S.D.
Total index 119 .038 .508 -.2 .104

30 firms 119 .041 .617 -.277 .122
Mass production 119 .033 .483 -.181 .138

Car 119 .051 1.218 -.308 .2
Medicinal 119 .046 .489 -.179 .114

Agriculture 119 .052 .735 -.305 .181
Metals 119 .042 .666 -.287 .132
Cement 119 .042 .495 -.257 .134

Chemical 119 .041 .545 -.233 .111
Petroleum 119 .046 1.017 -.451 .171
Dietary 119 .041 .716 -.261 .135
Sugar 119 .038 .443 -.193 .123
Banks 119 .033 .577 -.213 .117

Insurance 119 .041 .477 -.254 .128

Figure 1. Return trend of selected indices

The results of Table 2 show that all indices have a positive correlation with each other at the 99% confidence level.
In addition, the indices of 30 firms, chemical, petroleum, and banking have the most robust correlations with the
total index. Conversely, the indices representing the food, agriculture, and sugar industries displayed relatively lower
correlation coefficients. In the following table, the study explored partial correlation coefficients, employing the total
index as a controlling variable.
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Table 2. Pearson’s correlation coefficient of index efficiency

Industry No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14
1- Total
Index

Pearson 1 .965 .705 .763 .687 .473 .887 .690 .922 .843 .581 .565 .854 .680
Sig. .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000

2- 30 Firms Pearson .965 1 .597 .710 .553 .374 .932 .574 9 .839 .434 .467 .818 .588
Sig. .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000

3- Mass Pearson .705 .597 1 .710 .706 .517 .487 .747 .507 .481 .722 .673 .737 .762
Sig. .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000

4- Car Pearson .763 .710 .710 1 .648 .443 .610 .565 .563 .669 .543 .488 .759 .609
Sig. .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000

5- Medicinal Pearson .687 .553 .706 .648 1 .636 .457 .722 .533 .466 .849 .667 .733 .717
Sig. .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000

6-
Agriculture

Pearson .473 .374 .517 .443 .636 1 .317 .559 .374 .250 .628 .536 .461 .550
Sig. .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000

7-Metals Pearson .88 .932 .487 .610 .457 .317 1 .493 .825 .77 .327 .4 .680 .500
Sig. .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .00 .000 .000

8- Cement Pearson .690 .574 .747 .565 .772 .559 .493 1 .561 .475 .745 .696 .691 .726
Sig. .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000

9- Chemical Pearson .922 .90 .57 .563 .533 .374 .825 .561 1 .784 .43 .3 .694 .505
Sig. .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000

10-
Petroleum

Pearson .843 .839 .481 .669 .466 .250 .770 .475 .784 1 .329 .3 .626 .466
Sig. .000 .000 .000 .000 .000 .006 .000 .000 .000 .000 .000 .000 .000

11- Dietary Pearson .581 .434 .722 .543 .849 .628 .327 .745 .431 .329 1 .629 .628 .693
Sig. .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000

12- Sugar Pearson .565 .467 .673 .488 .667 .536 .402 .696 .391 .348 .629 1 .619 .654
Sig. .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000

13-Banks Pearson .854 .818 .737 .759 .733 .461 .680 .691 .694 .626 .628 .619 1 .720
Sig. .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000

14- Insurance
Pearson .680 .588 .762 .609 .717 .550 .50 .726 .505 .466 .693 .654 .720 1

Sig. .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000
N 119 119 119 119 119 119 119 119 119 119 119 119 119 119

Table 3. Partial correlation coefficients of the index performance considering the control variable

Industry No. 1 2 3 4 5 6 7 8 9 10 11 12 13

Total
index

1 Correlation 1 -.45 -.16 -.58 -.36 .63 -.49 .1 .18 -.6 -.36 -.05 -.36
Sig. .000 .09 .000 .000 .000 .000 .28 .05 .000 .000 .61 .000

2 Correlation -.45 1 .38 .43 .29 -.42 .51 -.52 -.3 .54 .47 .37 .54
Sig. .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000

3 Correlation -.16 .38 1 .26 .14 -.22 .08 -.56 .08 .19 .11 .32 .19
Sig. .09 .000 .000 .12 .02 .37 .000 .42 .04 .25 .000 .04

4 Correlation -.58 .43 .26 1 .49 -.45 .57 -.36 -.29 .76 .47 .39 .47
Sig. .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000

5 Correlation -.36 .29 .14 .49 1 -.25 .36 -.18 -.31 .49 .37 .13 .35
Sig. .000 .000 .12 .000 .01 .000 .05 .000 .000 .000 .17 .000

6 Correlation .63 -.42 -.22 -.45 -.25 1 -.36 .04 .09 -.5 -.26 -.32 -.3
Sig. .000 .000 .02 .000 .01 .000 .65 .34 .000 .000 .000 .000

7 Correlation -.49 .51 .08 .57 .36 -.36 1 -.27 -.27 .58 .51 .27 .48
Sig. .000 .000 .37 .000 .000 .000 .000 .000 .000 .000 .000 .000

8 Correlation .1 -.52 -.56 -.36 -.18 .04 -.27 1 .03 -.33 -.41 -.47 -.43
Sig. .28 .000 .000 .000 .05 .65 .000 .72 .000 .000 .000 .000

9 Correlation .18 -.3 .08 -.29 -.31 .09 -.27 .03 1 -.37 -.29 -.34 -.27
Sig. .05 .000 .42 .000 .000 .34 .000 .72 .000 .000 .000 .000

10 Correlation -.6 .54 .19 .76 .49 -.5 .58 -.33 -.37 1 .45 .31 .5
Sig. .000 .000 .04 .000 .000 .000 .000 .000 .000 .000 .000 .000

11 Correlation -.36 .47 .11 .47 .37 -.26 .51 -.41 -.29 .45 1 .32 .45
Sig. .000 .000 0.25 .000 .000 .000 .000 .000 .000 .000 .000 .000

12 Correlation -.05 .37 .32 .39 .13 -.32 .27 -.47 -.34 .31 .32 1 .37
Sig. .61 .000 .000 .000 .17 .000 .000 .000 .000 .000 .000 .000

13
Correlation -.36 .54 .19 .47 .35 -.3 .48 -.43 -.27 .5 .45 .37 1

Sig. .000 .000 .04 .000 .000 .000 .000 .000 .000 .000 .000 .000
d.f 116 116 116 116 116 116 116 116 116 116 116 116 116

As can be seen in Table 3, controlling the total index affects all market indices. The correlation between all indices
is no longer positive two by two, and it can be seen that the correlation between them is negative at a significance level
of 99%. It can also be seen that the correlation coefficient between other indices has also decreased because the effect
of the total index has been controlled.
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4.3 Cluster Analysis
Cluster analysis is a type of data classification that separates data into groups. The purpose of cluster analysis is to

classify n objects into k groups (k > 1) called clusters using p variables (p > 0). Like many other types of statistics,
cluster analysis has different types, each with its own clustering method. The main subsection of clustering methods is
that the number of clusters is predefined in the first method. This method is known as the k-means clustering method.
Hierarchical cluster analysis is used when the number of clusters is not predefined. This research uses the k-means
clustering method based on four risk characteristics: standard deviation of returns, index size (index average in 10
years), number of companies in each index, and average return. The results are as follows:
4.3.1 Initial cluster centers

As seen in Table 4, two clusters are considered for each quantity, and three ones are considered for initial cluster
centers.

Table 4. Initial cluster centers

Cluster
1 2 3

Risk .10 .17 .11
Index size 5.7 6.26 4.54

Number of firms in the industry 970 13 65
Average monthly return .04 .05 .04

4.3.2 Iteration history
Table 5, with the name of repetition history, shows the change in the center of the clusters from the repetition

algorithm until reaching the selected convergence criterion at the determined convergence value, i.e., 0.

Table 5. Iteration history

Convergence Change in Cluster Centers
1 2 3

1 0 12.409 16.5
2 0 0 0

Note: Convergence was achieved due to no or little change in cluster centers. The maximum absolute coordinate change for each center is 0.000.
The current iteration is 2. The minimum distance between primary centers is 52.029.

4.3.3 Cluster membership
In Table 6, the cluster number of each row and its distance from the cluster’s center are obtained.

Table 6. Cluster membership

Industry No. Indices Cluster Interval
1 Total index 1 .000
2 30 firms 2 4.715
3 Mass production 2 8.769
4 Car 3 9.507
5 Medicinal 3 1.501
6 Agriculture 2 4.304
7 Metals 3 1.78
8 Cement 3 4.612
9 Chemical 3 16.5
10 Petroleum 2 12.409
11 Dietary 3 5.508
12 Sugar 2 7.288
13 Banks 2 1.138
14 Insurance 2 10.716

As seen in Figure 2, based on the four characteristics of the index, 30 firms are located in cluster 2, along with
mass production, agriculture, oil, sugarcane, banks, and insurance. Automotive, pharmaceutical, metal, cement,
chemical, and food indices are placed in cluster 3. Only the total index is placed in cluster 1.
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Figure 2. The membership of each index in the cluster

4.3.4 Results of the iterative clustering algorithm
In Table 7 of the final cluster centers, the center of the clusters in the last iteration is displayed.

Table 7. Final cluster centers

Cluster
1 2 3

Risk .104 .140 .138
Index size 5.699 4.518 4.589

Number of firms in the industry 970 25 49
Average monthly return .038 .041 .044

From the comparison of Table 7 with Table 4, it can be seen that after the repetition algorithm, the centers of the
clusters have become closer to each other. Also, Table 8 shows the distance of the center of each cluster from another
cluster after the last step of the iteration algorithm.

Table 8. Distances between the centers of the final cluster

Cluster 1 2 3
1 944.715 921.501
2 944.715 23.214
3 921.501 23.214

4.3.5 Analysis of Variance (ANOVA) test
Since the members of each cluster can be considered as a sample of a community, it is easy to check the existence

of a significant difference between the clusters by using the ANOVA test. The results are shown in Table 9.

Table 9. ANOVA test

Cluster Error F Sig.Average of Squares df Average of Squares df
Risk .001 2 .001 11 .671 .531

Index size .621 2 .691 11 .898 .435
Number of firms in the industry 405892.964 2 77.539 11 5234.697 .000

Average monthly return 0 2 0 11 .697 .519
Note: F-tests should be used for descriptive purposes only, as clusters were chosen to maximize differences between cases in different clusters.

Observed significance levels are not corrected for this. Therefore, they cannot be interpreted as hypothesis tests of the equality of cluster means.
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4.3.6 Number of items per cluster
Table 10 indicates the number of items in each cluster after the last step of the iteration algorithm.

Table 10. Number of items per cluster

1 1
Cluster 2 7

3 6
Validity 14
Missing 0

As seen in Table 10, cluster 1 has one index, cluster 2 has seven indices, and cluster 3 has six indices, which are
consistent with the results in Table 6.

5 Conclusions and Discussion
This research has answered the central questions of this research by using partial correlation, Pearson methods, and

the k-means clustering method. In the following, after the scientific explanation of the results to answer the research
questions, suggestions based on the results and recommendations for future research will also be presented. Is it
possible to use the Pearson and partial correlation index for the returns of stock market indices in different sectors of
economic activity? To answer this research question, first, the relationship between selected indices was investigated
using Pearson’s correlation coefficient, which was positive and significant at the significance level of 99%. However,
despite this method’s popularity and ease of calculations, Kenett et al. [4] emphasized that Pearson’s correlation
coefficient had a critical limitation when being used in financial programs. A high correlation value for stock market
returns does not necessarily mean a direct relationship between two stocks but a common underlying influence by
macroeconomic or psychological factors related to investors or other factors that can be influential. Therefore, the
common factors of the total stock market index were used to understand the real direct correlation structure between
the stock market indices. The results showed that the partial correlation coefficient conditions such calculations by
quantifying the correlation between two stock returns while conditioning the effect of a third variable that affects
both returns. Therefore, the results show that the correlation between returns in the market between indices with
the influence of the total index factor is positive and significant. In market analysis and portfolio creation, this case
cannot be suitable for analysts and portfolio managers because it questions the principle of diversification [22, 23].

For the second research answer, how does the clustering of stock market indices affect the decisions of analysts
and investors? Based on the results obtained in this research, the market indices were examined in three clusters with
four characteristics, which were used in a way that included both the risk factor and the return factor, which are of
interest to investors in the market. In addition, it is vital for investors in fundamental analysis that the industry’s size is
essential regarding the number of companies and their index degree. Because companies have more competitors in an
industry, usually according to financial and investment theories, the field of competition has increased for them, and
they cannot take a large share of the market as before. On the other hand, another analysis is that looking at industries
with more companies can open the way for investors to choose their favorite stocks and even create sector funds and
other stock funds. Therefore, the clustering of market indices has been able to classify different markets based on the
desired characteristics of this research.

Based on the results of this study, the following suggestions can be made:
1. Portfolio managers are suggested to diversify their portfolios by forming clusters with different consequences

for investors.
2. Portfolio managers are suggested to use the partial correlation coefficient to select stocks of companies in a

specific industry to form partial funds.
3. Investors are suggested to buy and cluster assets with related returns suitable for different market segments with

cluster analysis.
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