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Abstract: Advanced ship detection technologies play a critical role in improving maritime safety by enabling the
rapid identification of vessels and other maritime targets, thereby mitigating the risk of collisions and optimizing
traffic efficiency. Traditional detection methods often demonstrate high sensitivity to minor variations in target
appearance but face significant limitations in generalization, making them ill-suited to the complex and dynamic
nature of maritime environments. To address these challenges, an enhanced ship detection method, referred to as
YOLOv5-SE, has been proposed, which builds upon the YOLOv5 framework. This approach incorporates attention
mechanisms within the backbone network to improve the model’s focus on key features of small targets, dynamically
adjusting the importance of each channel to boost representational capacity and detection accuracy. In addition, a
refined version of the Complete Intersection over Union (CIoU) loss function has been introduced to optimize the
loss associated with target bounding box prediction, thereby improving localization accuracy and ensuring more
precise alignment between predicted and ground-truth boxes. Furthermore, the conventional coupled detection head
in YOLOv5 is replaced by a Decoupled Head, facilitating better adaptability to various target shapes and accelerating
model convergence. Experimental results demonstrate that these modifications significantly enhance ship detection
performance, with mean Average Precision (mAP) at IoU 0.5 reaching 94.9% and 95.1%, representing improvements
of 3.1% and 1.2% over the baseline YOLOv5 model, respectively. These advancements underscore the efficacy of
the proposed methodology in improving detection accuracy and robustness in challenging maritime settings.

Keywords: Ship detection; YOLO; Attention mechanism; Efficient decoupled head; Alpha-Complete Intersection
over Union (CIoU)

1 Introduction

The land, which covers 29% of the Earth’s total surface area, contrasts with the vast oceans, which occupy 71%,
and is aptly described as “three parts land and seven parts ocean”. As human dependence on marine resources
intensifies, and maritime traffic becomes increasingly busy, and the significance of safe vessel operation and the
prevention of marine accidents becomes increasingly evident. Over the years, deep learning technology has reached
a mature stage and can be widely applied in various fields. Many distinguished scholars have proposed various
research methods for ship target detection, for instance, Dehghani-Dehcheshmeh et al. [1], who introduced an
improved Transformer module to mitigate the interference of image noise and light pollution on detection, therefore,
to make improvements on the model’s ability, and to get deep feature information from images. Kong et al. [2]
proposed a lightweight ship detection network based on the YOLOx-Tiny model, which significantly improves the
accuracy and speed of ship detection in SAR images through multi-scale feature extraction and an adaptive threshold
strategy. Fan et al. [3] proposed the CSDP-YOLO algorithm to address the challenges of class imbalance and
complex background interference in satellite remote sensing image data for small-target ship detection, employing an
innovative CSDP module and MPDIoU loss function to significantly enhance detection accuracy and robustness. Li
et al. [4] proposed a new SDVI (ship detection from visual image) algorithm, the enhanced YOLOv3-tiny network,
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which outperforms the original YOLOv3-tiny in detection accuracy and real-time performance, achieving precise
classification and positioning of six types of ships in practical scenarios.

Target detection technology has experienced rapid development over the past few years. Initially, it primarily
depended on hand-crafted features and traditional machine learning techniques, such as Haar features [5] and
Histogram of Oriented Gradients (HOG) [6]. However, these methods were constrained by the limitations in feature
representation and the management of intricate scenarios. As time went on, the introduction of two-stage detection
ideas by Fast R-CNN [7] and Faster R-CNN [8] separated the object detection task into two stages: generating
candidate regions and classifying these regions, which significantly improved detection accuracy. The emergence
of single-stage detectors like SSD (Single Shot Multibox Detector) [9] and YOLO [10] changed the traditional
two-stage detection paradigm. These methods complete both object detection and localization simultaneously in a
single forward pass.

Traditional ship detection algorithms exhibit significant limitations in handling small targets, adapting to
environmental changes, and resisting interference:

(1) Small target detection challenges: For smaller ships, traditional algorithms struggle to capture sufficient
feature information, leading to higher false negative and false positive rates.

(2) Poor environmental adaptability: Under harsh lighting conditions (e.g., low light or strong reflection) and in
changing weather environments, traditional algorithms’ performance significantly deteriorates, affecting detection
reliability.

(3) Weak interference resistance: Non-target objects (such as waves, birds, etc.) are easily misidentified as ships,
increasing the false alarm rate and reducing the system’s reliability.

To address these issues, this paper proposes an improved YOLOv5-based algorithm, YOLOv5-SE, aiming to
enhance model performance and overcome the limitations of existing technologies:

(1) By introducing the Squeeze-and-Excitation (SE) module into the backbone network, YOLOv5-SE can
adaptively adjust the weights of each channel, thereby enhancing the focus on critical features of small targets.
This improvement significantly increases the model’s capability to represent and detect targets of different sizes and
shapes.

(2) By optimizing the CIoU loss function, YOLOv5-SE proposes a new boundary box regression loss calculation
method. This method not only improves localization accuracy but also ensures a closer match between the detection
boxes and the actual targets, effectively reducing false alarms.

(3) Unlike the native coupled detection head (Coupled Head) in YOLOv5, YOLOv5-SE adopts a Decoupled Head
structure. This design allows the model to adapt more flexibly to variations in target shapes and sizes, accelerates
convergence during training, and enhances the model’s robustness and generalization ability.

2 YOLOv5

The YOLO (You Only Look Once) algorithm has undergone multiple iterations and upgrades, evolving from
its initial version, YOLOv1, to the latest iteration, YOLOv8. Each version has achieved significant advancements
in innovation and performance [10–15]. The selection of YOLOv5 as the base model is primarily driven by
its ability to improve deployment efficiency on small- to medium-sized edge computing platforms. Although
YOLOv8 demonstrates superior detection accuracy, it requires more substantial computational resources, which
is not feasible for devices with limited processing power. In comparison, YOLOv5 achieves a more harmonious
balance between performance and resource consumption, fully addressing the practicality and feasibility issues
in computing-constrained environments. Therefore, from the standpoint of practical application and resource
optimization, YOLOv5 is more suitable to meet the needs of the research. The algorithm is available in several
variants: YOLOv5s (small), YOLOv5m (medium), YOLOv5l (large), and YOLOv5x (extra-large).

The network architecture of YOLOv5 is illustrated in Figure 1, including four principal components: the Input
stage, the Backbone stage, the Neck stage, and the Detection stage. The Input stage is used for processing image
data, utilizing Mosaic data augmentation (refer to Figure 2), adaptive anchor boxes, and adaptive image scaling
techniques. The Backbone stage is responsible for feature extraction, where the C3 module combines three standard
convolutional layers with multiple Bottleneck modules, reducing the parameter count and enhancing computational
efficiency without compromising the original detection accuracy. The SPPF module mainly focuses on the integration
of multi-scale features, enriching the semantic information of the feature map by synthesizing features across various
scales. The Neck stage consists of two network structure+s, FPN (Feature Pyramid Network) [16] and PAN (Path
Aggregation Network) [17], which together form an FPN+PAN structure, enabling a more comprehensive capture of
multi-scale information in target detection tasks. The Detection stage is used for the final target detection, processing
the feature information from the Backbone and Neck stages, and through feature fusion, making the adjustment
on the position and size of each anchor box, and calculating the object’s confidence and class probability. Finally,
Non-Maximum Suppression (NMS) is used to remove the model of overlapping predictions and retain the most
accurate detection outcomes.
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Figure 1. YOLOv5 network architecture

Figure 2. Mosaic data augmentation

3 Improvements in YOLOv5 Algorithm
3.1 SE

In traditional ship detection methods, especially when handling small targets, these methods are often very
sensitive to changes in the target objects and have weak generalization capabilities. This limitation is particularly
prominent when facing complex maritime environments. Therefore, adopting an effective feature recalibration
method is crucial for improving detection performance. To address this issue, this paper introduces the channel
attention mechanism —SE [18], which adaptively adjusts the importance of different feature channels in Convolutional
Neural Networks (CNNs), thereby improving feature extraction efficiency and detection accuracy. The SE algorithm
process is shown in Figure 3.

Figure 3. SE algorithm flowchart

The core idea of the SE mechanism is that not all feature channels in a CNN have the same level of importance for
the current detection task. Some channels may contain more target-related information, while others may contain less
useful information. Therefore, the SE mechanism allocates different weights to each feature channel, enhancing the
expression capacity of important channels and suppressing the influence of irrelevant channels. Specifically, a feature
map is composed of multiple channels, each responsible for extracting different features from the input data. The SE
mechanism adjusts these channels through two steps: Squeeze and Excitation. The Squeeze operation aggregates
the spatial information of each channel through Global Average Pooling (GAP) to obtain a global description of each
channel; the Excitation operation generates a weight for each channel through a fully connected layer, dynamically
recalibrating the original feature map.
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The input feature map X from the previous layer is preprocessed before entering the SE layer, where a
Transformation operation is performed on it, which simply means obtaining a feature map U through a convolution.
The Squeeze operation (FSq) is the first step of SENet, and the dimensions of output feature map from the convolution
layer after preprocessing can be defined as [H,W,C], H andW are the height and width of the feature map separately,
and C is the number of channels of the feature map. For each channel (c = 1, 2, . . . , C) of the input feature map, the
spatial information is aggregated into a single real value by the GAP. Thus, for C channels, a vector of length C is
ultimately obtained [z1, z2, . . . , zc]. This vector captures the global receptive field of each channel. The calculation
formula is presented in Eq. (1), zc is the representative value of the channel after GAP, and Xi,j,c is the element
located at the (i, j) position within the C-th channel.

zc =
1

H ×W

H∑
i=1

W∑
j=1

Xi,j,c (1)

The next operation is Excitation Fex, which effectively utilizes the output from the Squeeze operation through a
fully connected layer to generate channel-specific weights. To use these weights to adjust the channel responses of
the original feature map, thereby highlighting important features. The input is the output of the Squeeze operation, a
vector of length C can be [Z1, Z2, . . . , ZC ], and the Excitation operation is mainly accomplished through two fully
connected layers with an intermediate hyperparameter (dimensionality reduction ratio) between them. The 1st fully
connected layer reduces the dimension of the input vector from 1× 1×C to 1× 1×C/r by using a weight matrix
W1, and then passes through a nonlinear activation function ReLU to the next layer; The 2nd fully connected layer
restores the dimension of the activated output from 1 × 1 × C/r to 1 × 1 × C through another weight matrix W2;
and finally through an activation function Sigmoid, produces a weight vector ranging from 0 to 1. Each element of
this vector corresponds to the importance weight of a channel in the original feature map. The specific calculation
formula for the Excitation operation is shown in Eq. (2).

s = σ (W2 · ReLU (W1 · z + b1) + b2) (2)

The weight matrices of W1 and W2 are of dimensions C × C/r and C/r × C, respectively; The two fully
connected layers of b1 and b2 are of dimensions C/r and C, respectively; After the 1st fully connected layer is
activation function ReLU; and then after the 2nd fully connected layer is the activation function σ; S represents the
channel weight vector.

The final step of the SENet module is to perform a multiplication operation Fscale, combining the generated
feature vector s (with dimension 1× 1× C) with the original feature map U (of dimension H ×W × C) as shown
in Eq. (3). Each of the H ×W pixel values in every channel of the original feature map U is used to multiply by the
corresponding channel’s weight value in vector s, these will be resulting in the last output of the SE module.

Figure 4. SE algorithm flowchart
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x̃c = Fscale(uc, sc) = scuc (3)

where, vc represents the c-th channel of the original feature map U ; sc is the weights of the c-th channel; yc is for the
c-th channel of the feature map sc after applying the weights is x̃c. So for the complete network structure of SENet
has been created and shown in Figure 4.

This paper integrates the SE channel attention mechanism into the backbone network of YOLOv5-SE. In this
integration process, the SE module performs additional processing on the feature map before the final feature
extraction and representation. Especially in the task of detecting small ship targets, the SE mechanism dynamically
adjusts the weights of the channels, effectively enhancing the feature map’s ability to represent key targets, thus
significantly improving the network’s detection accuracy. In addition, the SE mechanism accelerates the network’s
convergence speed and optimizes the training process by enhancing the effectiveness of the features. The modified
YOLOv5 network structure is shown in Figure 5.

Figure 5. Adding the SE module to the YOLOv5 network architecture

3.2 Alpha-CIoU

The development of loss functions in the field of object detection has evolved from the beginning, gradually
evolving into more refined variants such as GIoU [19], DIoU [20], and CIoU. The loss function used in YOLOv5 is
CIoU, and its calculation formula is shown in Eq. (4) and Eq. (5).

v =
4

π2

(
arctan

wgt

hgt
− arctan

w

h

)2

(4)

LCIoU = 1− IoU +
ρ2 (b, bgt)

c2
+ βv (5)

The ratio of intersection IoU is to union between the predicted and true box, calculated as |B∩Bgt|
|B∪Bgt| . Among

them, B is the predicted box; Bgt represents the true box; ρ
(
b, b2t

)
is the Euclidean distance between the centers of

the predicted box b and the true box bgt; The diagonal length of the smallest closed region c that covers both boxes;
A weight parameter β is used to balance the aspect ratio term, The measurement of the consistency of the aspect
ratio between the predicted and true box is v; The width and height of the predicted and true box are w, h and wgt,
hgt respectively.

Although the CIoU loss function has demonstrated superior performance in various scenarios, it does not provide
parameters to flexibly adjust the focus on these different factors in its design. This lack of flexibility may lead
to suboptimal performance when the model is faced with data having specific attributes, such as high aspect ratio
changes or extreme positional deviation. Therefore, this paper proposes an improved loss function CIoU, is α-
CIoU [21]. α-CIoU is based on the traditional CIoU, but introduces an adjustable parameter α, which allows the
model to perform bounding box regression more flexibly according to the characteristics of a specific dataset or the
requirements of the detection task. By appropriately selecting the value of α, the loss function can be customized to
prioritize aspect ratio accuracy or center point localization, which helps achieve better performance. Experiments
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have shown that in most cases, taking results α=3 in better experimental effects. The calculation formula for the loss
function α-CIoU is shown in Eq. (6).

Lα−CIoU = 1− IoUα +
ρ2α (b, bgt)

c2α
+ (βv)α (6)

From YOLOv3 to v5, these models have generally adopted the design of a Coupled Head in the detection
head part. Subsequently, to meet the needs of industrial applications, YOLOX [22] was introduced, proposing
an innovative Decoupled Head design. This design separates the tasks of class classification and bounding box
regression into two independent branches to enhance detection efficiency and accuracy. This decoupling approach
allows the model to exhibit higher flexibility and accuracy when dealing with complex industrial scenarios. YOLOv6,
developed by the Meituan technical team, further optimizes this design. While reconstructing the Backbone and
Neck of YOLOv5, it adopts and improves upon the Decoupled Head of YOLOX, including the removal of a 3×3
convolutional normalization activation function layer (hereinafter referred to as the convolutional layer), which
maintains accuracy while reducing latency and alleviates the additional latency overhead caused by convolutions in
the decoupling head. Figure 6 shows the comparison of the two Head structures.

Figure 6. Head comparison of YOLOX and YOLOv6

This paper replaces the Coupled Head of the improved YOLOv6 with a Decoupled Head and integrates it into
the Detect end of YOLOv5-SE. The feature maps are further enhanced by the Neck end, and through multi-scale
feature fusion, three effective feature layers with enhanced features are obtained, which are represented in the code
as: p4[-1,3,C3,[256,False]], p5[-1,3,C3,[512,False]], p6[1,3,C3,[1024,False]]. These three feature layers which are
passed into the detection head in order to achieve the final prediction results. The specific operations are as follows:
First, a 1×1 convolutional layer is used to integrate the channels of the feature layers that we input, as shown in
subgraph (b) of Figure 6, where the left part is category classification, using a 3×3 convolutional layer for feature
extraction, and then using a 1×1 convolutional layer to classify this feature point; and the right part is bounding box
regression and determining the probability of the target’s existence, the specific process is basically consistent with
the left part. The height (H), width (W), and number of channels (C) obtained after the three feature layers pass
through the Decoupled Head are shown in Table 1, where the value is taken as 6 in this paper. Finally, the results
of category classification, bounding box regression, and target existence probability are stacked to produce the final
prediction result.

Table 1. Key parameters of our model

H W C

p4 layer
Cls 80 80 num classes
Reg 80 80 4
Obj 80 80 1

p5 layer
Cls 40 40 num classes
Reg 40 40 4
Obj 40 40 1

p6 layer
Cls 20 20 num classes
Reg 20 20 4
Obj 20 20 1
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4 Experimental Analysis
4.1 Evaluation Criteria

This paper primarily uses Precision, Recall, mAP@0.5, and mAP@0.5:0.95 as the main evaluation metrics
to measure the performance of the improved YOLOv5 model. The precision focus model is used to identify the
proportion of targets, while Recall is used to evaluate the model’s ability to capture all relevant targets. mAP@0.5
measures the model’s average precision at an IoU threshold of 0.5, and mAP@0.5:0.95 refers to the average
performance of the model within the range of IoU from 0.5 to 0.95, at increments of 0.05 [23, 24]. Here are the
calculation formulas:

Precision =
TP

TP + FP
(7)

Recall =
TP

TP + FN
(8)

mAP =
1

N

N∑
i=1

APi (9)

where, TP refers to the model correctly identifying positive class instances as positive; FP represents the model
incorrectly identifying negative class examples as positive; FN indicates the model wrongly identifying positive
class instances as negative; AP refers to the numerical representation of the area under the precisionrecall curve; N
is the number of categories.

4.2 Experimental Environment and Dataset

This paper experimentally verified the algorithm, setting up a computing environment based on a Linux server,
with technical specifications as follows: RTX2080 SUPER 8G graphics card, Python3.9 programming environment,
Pytorch2.0 deep learning framework, and CUDA version 11.7.

This study used the open-source ship detection dataset Seaships, proposed by Shao et al. [25], for experimental
validation. The dataset contains 7,000 images, covering six categories of ships: bulk carriers, general cargo ships,
freighters, container ships, fishing vessels, and passenger ships. To ensure the model’s generalization ability, we
split the dataset into training (5,600 images), validation (700 images), and test (700 images) sets in an 8:1:1 ratio.
Additionally, by analyzing the position and size distribution of different class labels in the images, we confirmed the
uniformity of the annotations and the diversity of target sizes in the dataset. Figure 7 shows the position distribution
and size information of objects in the Seaships dataset. In subgraph (a) of Figure 7, most targets are concentrated in
the central region of the image; The subgraph (b) of Figure 7 indicates that there are more small and medium-sized
targets in the dataset, while large targets are relatively sparse.

Figure 7. Distribution of the dataset under different labels

All input images were resized to a resolution of 640×640 to ensure consistency and reduce computational
complexity; The batch size was set to 16, balancing memory usage and gradient estimation stability; The initial
learning rate was set to 0.01. The optimizer used was stochastic gradient descent (SGD) with momentum (momentum
= 0.9) and weight decay (weight decay = 0.0005); The total number of epochs was set to 100. During the training
process, we closely monitored the trends of training loss, validation loss, and various evaluation metrics to ensure
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that the model did not overfit or underfit. At the same time, an early stopping mechanism was employed to prevent
overtraining; if the performance on the validation set did not improve after several consecutive epochs, the training
process was automatically terminated.

4.3 Ablation Experiment

Introduce an important research method in the field of computer vision is the ablation experiment, which is used
to understand and evaluate the contribution of each component of a model or algorithm to the final performance [26].
In simple terms, by sequentially removing (or ablating) a particular component or feature from the model or algorithm
and then observing the impact of this removal on the model’s performance, one can understand the importance and
role of that component or feature [11].

To verify whether the proposed three improvements are effective for the original model while keeping the dataset,
training process and parameters, and hardware environment consistent, this paper conducts ablation experiments
using the lightweight model YOLOv5s as the baseline. The experimental results are indicated in Table 2.

Table 2. Key parameters of our model

Model SENet α-
CIoU

Decoupled
Head

Precision
/ %

Recall
/ %

mAP@0.5
/ %

mAP@0.5:0.95
/ %

YOLOv5s × × × 91.8 91.0 93.9 66.3
Improved model 1

√
× × 92.1 90.9 94.3 65.9

Improved model 2 ×
√

× 95.3 88.6 94.4 68.4
Improved model 1 × ×

√
93.1 93.1 95.0 69.2

YOLOv5-SE
√ √ √

94.9 92.7 95.1 68.4

Use the improved model 1 to incorporate the SENet channel attention mechanism, this would allow the model
to focus more on channels with rich information in the image, thereby enhancing the ability to capture key features.
The addition of this attention mechanism has increased the precision by 0.3%, indicating better recognition of real
targets, especially small objects, with a 0.4 points increase in mAP@0.5, indicating an improvement in the precision
of target localization. This proves the efficiency of the attention mechanism in enhancing the accuracy of object
detection; the improved model 2 uses a loss functionα-CIoU, by adjusting the weight parameters, the model has made
more detailed optimizations in the shape and size of bounding boxes, with accuracy improved by 3.5%, reducing
the occurrence of misjudgments., and mAP@0.5 and mAP@0.5:0.95 increasing by 0.5% and 2.1% separately,
the figures show the detection performance of the model has been comprehensively improved under different IoU
thresholds; the improved model 3, after replacing with a decoupled detection head, that has an accuracy increase
of 1.3%, with the model’s performance under different IoU thresholds improved, mAP@0.5 and mAP@0.5:0.95
increasing by 1.1% and 2.9% respectively. It can be seen that the decoupled structure more effectively balances
classification and localization tasks, enhancing the model’s comprehensive recognition ability for targets. Integrating
the SENet attention mechanism, the loss function, and the Decoupled detection head into the YOLOv5 model has
obtained significant performance improvements: the Precision increased by 3.1%, the Recall increased by 1.7%,
and mAP@0.5 and mAP@0.5:0.95 increased by 1.2% and 2.1% respectively. To conclude, these improvements
significantly enhance the model’s detection efficiency and accuracy especially in complex scenarios.

Although the improvements proposed in this experiment significantly enhanced the model’s performance across
most metrics, some errors and limitations still remain. First, due to the bias in the target sizes and distributions in the
Seaships dataset, especially the larger number of small-sized targets, the model may perform relatively poorly when
handling large-sized targets. Secondly, although we achieved good mAP scores across multiple IoU thresholds,
the model’s performance may fluctuate under certain boundary conditions (e.g., when targets are very close or
heavily overlapped), necessitating further optimization of the model architecture and training strategy to improve its
robustness.

4.4 Comparative Experiment

To further ascertain the strength of the improved model compare to other models, this paper conducted
comparative experiments, comparing the improved YOLOv5 with several other popular object detection models,
including Faster R-CNN, SSD, YOLOv5s, YOLOv8s and the earlier version of YOLO, YOLOv3. The detection
results on different algorithms are illustrated in Table 3 (units: %).

Refer to the data in Table 3, it shows that the YOLOv5-SE model is not much different in the precision compared
to these five algorithms, but it has improved Recall rates and mAP@0.5 by 8%, 5.9%, 9.1%, 1.7% and 1.7%, 2.8%,
1.9%, 1.2% respectively. As can be seen from the comparison charts of different algorithms in Figures 8-12, the
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revised YOLOv5 model performs very well in detecting small and overlapping objects, significantly outperforming
Faster R-CNN, SSD, YOLOv3, YOLOv8s and YOLOv5s.

Table 3. Key parameters of our model

Model Precision / % Recall / % mAP@0.5 / %
Faster R-CNN 94.2 84.7 93.4

SSD 95.3 86.8 92.3
YOLOv3 93.2 83.6 93.2
YOLOv5s 91.8 91.0 93.9
YOLOv8s 94.8 92.4 94.9

YOLOv5-SE 94.9 92.7 95.1

Figure 8. Comparison between YOLOv5-SE and faster R-CNN

Figure 9. Comparison between YOLOv5-SE and SSD

Figure 10. Comparison between YOLOv5-SE and YOLOv3
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Figure 11. Comparison between YOLOv5-SE and YOLOv5s

Figure 12. Comparison between YOLOv5-SE and YOLOv8s

5 Conclusion

This paper significantly improves the performance and efficiency of ship detection by making a series of
modifications to the YOLOv5 model, particularly in complex marine environments. The variability of the marine
environment, such as turbulent seas, unpredictable lighting, harsh weather conditions, and overlapping ships, often
presents challenges for object detection tasks. In such environments, traditional detection algorithms often struggle
to maintain high accuracy and robustness. By integrating the SENet attention mechanism, improving the loss
function, and incorporating a decoupled detection head, the modified model demonstrates stronger feature extraction
capabilities and target localization accuracy, thereby improving its performance in complex marine environments.

To address the challenges in complex marine environments, the proposed improved algorithm enhances the
model’s robustness and adaptability. The SENet attention mechanism allows the model to adaptively focus on
important feature channels in dynamic backgrounds, improving sensitivity to ship targets. The improved loss
function refines the optimization of bounding boxes, enhancing the model’s target localization accuracy under harsh
conditions, especially when targets are partially occluded or in poorly lit environments. The introduction of the
decoupled detection head effectively balances the classification and localization tasks, enhancing the model’s ability
to handle small and overlapping targets. These innovations enable the model to demonstrate higher accuracy and
stability in complex scenarios such as maritime surveillance, channel management, and port operations.

However, despite the improved model’s strong adaptability in many complex scenarios, certain limitations still
exist. First, dynamic changes in the marine environment, such as wave reflections and background differences
across various sea regions, may affect detection accuracy. Particularly under extreme weather conditions (e.g., heavy
fog, rain) and in high-density ship clustering areas, the model may encounter errors and difficulties in recognition.
To further enhance robustness, future work could involve increasing the diversity of the dataset by adding more
varied marine environmental data and introducing scene-based adaptive training methods to improve the model’s
adaptability to various complex scenarios.

Overall, the proposed improved algorithm not only enhances the performance of ship target detection but
also strengthens the model’s robustness and adaptability in complex marine environments. Nonetheless, further
optimization of the model is required in extreme and special environments to ensure stable performance across
different marine scenarios.
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