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Abstract: Reliable and timely perception of road surface conditions is a fundamental requirement in intelligent
transportation systems (ITS), as it directly affects traffic safety, infrastructure maintenance, and the operation of
connected and autonomous vehicles. Vision-based pothole detection has emerged as a practical solution due to its
low sensing cost and deployment flexibility; however, existing deep learning approaches often struggle to achieve
a satisfactory balance between detection accuracy, robustness to scale variations, and real-time performance on
resource-constrained platforms. This study presents Partial Group-You Only Look Once (PG-YOLO), a lightweight
real-time vision framework designed for road infrastructure monitoring in ITS. Built upon a compact one-stage
detector, the proposed framework introduces a Partial Multi-Scale Feature Aggregation (PMFA) module to enhance
the representation of small and irregular potholes under complex road conditions, as well as a Grouped Semantic
Enhancement Attention (GSEA) module to improve high-level semantic discrimination with limited computational
overhead. The framework is specifically designed to meet the low-latency and low-complexity requirements of
vehicle-mounted and roadside sensing devices. Experimental evaluations conducted on a mixed road damage
dataset demonstrate that the proposed approach achieves consistent improvements in detection accuracy while
reducing model parameters and maintaining real-time inference speed. Compared with the baseline model, PG-
YOLO improves precision, recall, and detection stability under challenging illumination and scale variations, while
remaining suitable for edge deployment. These results indicate that the proposed framework can serve as an effective
perception component for ITS, supporting continuous road condition awareness and data-driven maintenance and
safety management.

Keywords: Intelligent transportation systems; Road infrastructure monitoring; Pothole detection; Real-time vision
perception; Lightweight deep learning

1 Introduction

Road potholes are a pervasive form of pavement distress that degrades ride comfort, accelerates vehicle wear,
and may trigger loss-of-control events, particularly for two-wheelers and at high speed. For highway agencies and
city operators, rapid pothole discovery is also a prerequisite for preventive maintenance, cost-effective rehabilitation,
and data-driven prioritization of repair actions [1, 2]. In intelligent transportation systems (ITS), pothole perception
is therefore not merely an inspection task; it is an enabling capability for safety warning, infrastructure health
monitoring, and reliable autonomous driving.

A vision-based pothole detector can be naturally integrated into several ITS and mechatronic mobility architec-
tures. First, it can run on vehicle-mounted cameras with an on-board computer to provide real-time driver warnings
or to support motion planning modules in autonomous vehicles. Second, it can be deployed on roadside monitoring
units or smart city sensing nodes to continuously assess pavement condition on key road segments. Third, it can be
integrated into infrastructure inspection platforms, such as maintenance vehicles or inspection robots, to automate
routine road surface surveys.
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With the rapid advancement of deep learning, convolutional neural network (CNN)-based detectors have become
a mainstream solution for road damage perception. Representative frameworks include one-stage models (e.g., the
You Only Look Once (YOLO) family [3]) and two-stage models (e.g., Faster Regions with Convolutional Neural
Networks (Faster R-CNN) [4]), as well as Single Shot MultiBox Detector (SSD) [5] and transformer-based detectors
such as DEtection TRansformer (DETR) variants [6]. Early work mainly used CNNs for classification or coarse
recognition. For example, Mittal et al. demonstrated the effectiveness of Visual Geometry Group 16 (VGG16)
for pothole recognition [7], and Ye et al. [8] improved robustness to noise and scale variations by introducing a
pre-pooling strategy. Subsequent studies investigated two-stage detection pipelines, for example, Yebes et al. [9]
introduced a large-scale pothole dataset and performed comparisons using Faster R-CNN, while Lan et al. [10]
combined detection with pixel-level statistics to quantify pothole areas. Although accurate, two-stage methods often
incur high computational overhead, which makes them less suitable for real-time ITS deployments.

With the development of one-stage detection algorithms, research attention has gradually shifted toward
lightweight models that balance detection accuracy and inference speed. Tithi et al. [11] implemented pothole
detection and vehicle speed control based on SSD and MobileNet architectures. Ahmed [12] proposed VGG16 with
dilated convolutions as Faster R-CNN backbone, reducing computation and improving pothole detection accuracy
and speed. Building on this progress, Maeda et al. [13] released a public dataset covering multiple categories of
road surface distress, which has facilitated standardized evaluation in related research. Some studies [ 14, 15] further
improved the detection performance of small-scale potholes under complex illumination and occlusion conditions
by incorporating multi-scale feature fusion and attention mechanisms. In recent years, models such as YOLOv4,
YOLOvV7, and YOLOVS [16-18] have been successively introduced into pothole detection tasks, achieving notable
improvements in both real-time performance and detection accuracy. Improving Detection Stability of Small-Scale
Potholes in Complex Backgrounds through Multi-Scale Feature Modeling and Contextual Information Enhancement
Strategies [19]. In addition, certain works enhance structural modeling of road defects using depth or geometric cues,
whereas others improve deployment efficiency on embedded and edge devices through efficient feature representation
and network architecture optimization [20, 21].

Despite these successes, some challenges remain unresolved. Existing methods struggle to effectively detect
potholes with highly variable morphologies and scale differences, and detection models are often computationally
expensive, limiting their practical applicability. Building upon previous research, this study proposes a novel pothole
detection model, Partial Group-YOLO (PG-YOLO), by integrating the Partial Multi-Scale Feature Aggregation
(PMFA) and Grouped Semantic Enhancement Attention (GSEA) modules. The contributions of this study are
summarized as follows:

(1) A PMFA module is designed to enhance the extraction of fine-grained details and small-object features
through multi-scale convolutions and partial channel fusion, thereby effectively improving small-object detection
performance in complex environments.

(2) A GSEA module is proposed, which employs parallel modeling of grouped convolutions and global attention
to enhance high-level semantic representation and salient-region awareness, thereby further improving detection
robustness under complex environments and interference conditions.

2 Proposed Method

The development of the PG-YOLO model is aimed at addressing two key challenges in road pothole detection:

(a) Road potholes exhibit arbitrary shapes and complex geometric structures, making them considerably more
difficult to detect than objects with relatively fixed shapes, such as vehicles, pedestrians, and cyclists. Moreover,
potholes generally occupy a small proportion of image pixels, resulting in limited extractable appearance information
and a high risk of feature loss during forward propagation in deep networks, which in turn constrains detection
accuracy.

(b) ITS deployments typically require low latency and low power consumption on embedded or edge hardware,
which constrains model size and computational complexity.

To address these challenges, we enhance the YOLOv11n model and propose the PG-YOLO framework. By
replacing the C3k2 modules in the YOLOvI1n backbone with the PMFA module, the model captures multi-
scale receptive fields from local to global regions, improving edge detail representation and detection accuracy.
Additionally, the GSEA module is incorporated to disperse fused high-level semantic features across different
detection layers, shortening the feature propagation path, reducing information loss, and increasing detection speed.

The architecture of PG-YOLO is illustrated in Figure 1.

2.1 Partial Multi-Scale Feature Aggregation Module

Road potholes typically present large scale variations, irregular shapes, and intricate edge details, which can lead
existing detection networks to lose fine-grained features or fail to adequately represent small and irregular targets.
To enhance the network’s perception and representation of such targets, this study proposes a PMFA module.
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Figure 1. Partial Group-You Only Look Once (PG-YOLO) network architecture

The PMFA incorporates residual connections, as introduced in ResNet [22], effectively mitigating the van-
ishing gradient problem. It also adopts the 1 x 1 convolution strategy from FasterNet [23] to reduce channel
dimensionality, thereby decreasing model parameters and computational cost. Consequently, the module integrates
multi-scale feature extraction, edge information enhancement, and convolutional feature fusion to improve the
model’s representational capacity.

In the PMFA module, the input feature map is processed through stacked multi-scale convolutions (3 x 3, 5 x
5,7 x 7), enabling progressive extraction and fusion of features across different receptive fields. This captures both
local and global information, allowing comprehensive modeling from fine edge details to larger contextual regions.
Potholes often vary in size and shape, and the PMFA module’s multi-scale pathways enable the network to capture
spatial features across scales, improving small-object detection. Moreover, its partial channel convolution reduces
redundant computation, preserves feature density, and enhances both efficiency and feature attention.

The PMFA module also employs 1 x 1 convolution and residual connections to fuse multi-scale features
while retaining the original input, strengthening feature correlations and preserving maximal information. This
feature reconstruction mechanism enables the model to maintain global structural consistency while more effectively
extracting key pothole edge information. As a result, the backbone network can fully capture features of targets at
different scales, further enhancing the overall feature extraction capability. The structure is shown in Figure 2, and
the implementation process of the PMFA module is as follows:

Y = X + Convy x1 (Concat (Fzx3, Fsxs, Frx7)) M

where, Fj ) represents the intermediate feature maps produced by k x k convolutions on partial channels, X



represents the input features, Y represents the module output, C'oncat represents channel-wise concatenation.

In summary, PMFA expands the effective receptive field across multiple scales while preserving fine edge details
through partial computation and residual fusion, thereby improving small and irregular pothole detection with limited
overhead.

Input

Conv3x3 | Conv3x3

\4

Conv5x5 | Conv5x5

v

Conv7x7

v

) 4
Concat Conv1x1 —»$—» Ouput

Figure 2. Partial Multi-Scale Feature Aggregation (PMFA) module

2.2 Grouped Semantic Enhancement Attention Module

To further enhance semantic representation and salient-region awareness, we propose the GSEA module, which
is designed to be computationally efficient for edge deployment. As shown in Figure 3, GSEA adopts a dual-branch
architecture that combines local grouped interactions and global channel attention, and fuses them via residual
learning.
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Figure 3. Grouped Semantic Enhancement Attention (GSEA) module

In the local branch, the input feature map is first processed by a 1 x 1 convolution to adjust channel dimensions
and reduce redundancy, enhancing the efficiency of subsequent operations. It then passes through two stages of 3 x
3 grouped convolutions, where each group models local patterns, retaining fine details while lowering computational
overhead.

Feony = Concat [W?}X 3 (yleuP 1) W2, (Y20mup 2)} o

where, Group 1 has 1 — C /2 channels, and Group 2 has C /2+1— C channels, Y represents the module output. In
the global branch, after compressing the channels using a 1 x 1 convolution, 3 x 3 depthwise separable convolutions
are employed to generate the query (Q), key (K), and value (V). For channel attention computation, (@) is reshaped

into (Q € RH WXC) and (K) is transposed into (I/(\' € RH WXC), followed by feature weighting to produce the
output.

Q, K,V = (Split (W5 (W1x1(Y))) ©



A = Softmax(KQ/«) € RExC 4)

Fatt:W1><1(VXA)+Y (5)

where, Split denotes the channel-wise split operation; A represents the computation of the attention map; «
represents a learnable scaling factor; Softmax corresponds to normalization, Y represents the module output.

Finally, the local features from the local branch are fused with the attention features from the global branch
via a residual connection. In summary, GSEA enhances discriminative semantics by jointly modeling efficient
local interactions and global channel dependencies, improving robustness under complex backgrounds with modest
computational overhead.

3 Experimental Design and Result Analysis
3.1 Dataset

In this study, model training is conducted on MyDataset, which is constructed by combining the open-source
Road Damage Dataset 2022 (RDD2022) dataset [24] with a self-collected dataset. RDD2022 contains 47,420 images
captured using smartphones and high-resolution cameras across six countries—Japan, India, the Czech Republic,
Norway, the United States, and China—and includes over 55,000 annotated instances of four types of road damage:
longitudinal cracks, transverse cracks, alligator cracks, and potholes. After data filtering, 3,195 valid images were
retained. To further enhance the model’s generalization ability in complex environments, additional images collected
from online sources and field acquisition were incorporated, resulting in a final dataset of 4,920 images.

All images were randomly shuffled and annotated using the Labellmg tool in the PASCAL Visual Object Classes
(VOC) format, with object locations and class labels stored in XML files. The dataset was then split into training,
validation, and test sets with a ratio of 7:1:2.

The multi-country and multi-device nature of MyDataset introduces diversity in pavement texture, lane markings,
camera viewpoints, and ambient illumination, which helps approximate real transportation environments. Neverthe-
less, some conditions remain under-represented (e.g., severe nighttime scenes, heavy rain, extreme motion blur, and
rare pavement materials). Accordingly, the reported results should be interpreted as performance on the available
visual conditions, and domain adaptation or additional data collection may be required for deployment in unseen
environments.

3.2 Experimental Environment

The experimental environment configuration is shown in Table 1.

Table 1. Experimental environment

Environment Settings Configuration
System environment Windows 11
Programming language version Python 3.10
Deep learning framework PyTorch 2.2.2
GPU RTX 4070 Ti Super (16 GB)

All models were trained with identical hyperparameter settings, using Stochastic Gradient Descent (SGD)
optimization and a cosine annealing learning rate strategy. The specific training hyperparameters are summarized in
Table 2.

Table 2. Training hyperparameters

Parameter Value
Learning rate 0.01
Image size 640 x 640
Optimizer Stochastic Gradient Descent (SGD)
Batch size 32
Epochs 200
Weight decay 0.0005




3.3 Model Evaluation Indicators

In this study, the evaluation metrics include:

Giga Floating-Point Operations (GFLOPs): the number of floating-point operations required by the model, used
to measure its computational complexity and estimate execution cost. Params (Parameters): the total number of
model parameters, which reflects the model size and structural complexity. FPS (Frames Per Second): the number
of images processed per second, serving as a key indicator of the model’s real-time inference capability.

Precision (P): The proportion of true positive samples among all samples predicted as positive by the model.

TP

P=Tp1Fp ©)

Recall (R): The proportion of true positive samples correctly detected by the model among all actual positive

samples.

TP

R=TpTFN

(7N
Average Precision (AP): The average precision value for a single category.
1
AP = / P(R)IR @®)
0

Mean Average Precision (mAP): The mean of Average Precision values over all object categories.
where, IV denotes the number of object classes, and AP, is the AP of the i-th class.

N
1
AP = =N AP, 9
m N; )

3.4 Ablation Experiment

To evaluate the effectiveness of the proposed modules, YOLOV1 1n is used as the baseline for ablation experiments
on the test set. Each module is incrementally removed to quantify its contribution to detection performance. The
results are reported in Table 3, where bold values indicate the best results and ”’v"” denotes the presence of a module.

Table 3. Ablation study evaluating the impact of model components

Model PMFA GSEA mAP50 P (%) R (%) Param (M) GFLOPs FPS (f/s)

Yolovlln 67.5 75.4 58.5 2.58 6.5 143
Model_1 v 68.3 76.1 61.5 2.13 5.9 172
Model 2 v 69.4 77.6 62.1 2.37 7.1 122

Ours v v 70.7 78.8 64.4 2.31 6.3 158

Note: Partial Multi-Scale Feature Aggregation (PMFA), Grouped Semantic Enhancement Attention (GSEA) ,Giga Floating-Point Operations
(GFLOPs), Parameter (Param)

As shown in Table 3, adding PMFA alone improves mAP@0.5 from 67.5% to 68.3%, precision from 75.4% to
76.1%, and recall from 58.5% to 61.5%, while reducing parameters from 2.58 M to 2.13 M . This indicates that
multi-scale aggregation and partial computation help preserve small-pothole cues without increasing complexity.

Adding GSEA alone improves mAP@0.5 to 69.4% and increases precision and recall to 77.6% and 62.1%,
respectively, demonstrating that efficient local-global attention strengthens semantic discrimination. When both
modules are enabled, PG-YOLO achieves the best overall accuracy (70.7% mAP@0.5) with 2.31 M parameters and
6.3 GFLOPs , and it runs at 158 FPS . These results suggest that PMFA and GSEA are complementary and jointly
improve detection robustness under complex roadscene conditions.

The proposed model is lightweight (2.31 M parameters and 6.3 GFLOPs at 640 x 1640 input), which makes it
suitable for resource-constrained edge deployment. On a desktop GPU (RTX 4070 Ti Super), PG-YOLO achieves
158 FPS, corresponding to a per-frame latency of about 6.3 ms . Although embedded platforms typically provide
lower peak throughput, the low parameter count and modest compute budget indicate that real-time operation at
common camera rates (e.g., 30 FPS) is feasible with hardware acceleration. Practical deployment can further
benefit from engineering optimizations such as TensorRT compilation, FP16 quantization, and efficient batching or
pipelining, without changing the model structure. Therefore, PG-YOLO is designed as a perception module that can



be embedded into ITS pipelines. In vehicle-mounted settings, the model can process camera streams in real time to
support driver warnings, ADAS functions, or autonomous driving planning.

Overall, the ablation results in Table 3 demonstrate that both proposed modules are effective and complementary,
with no performance conflict when combined, and confirm the effectiveness of the proposed method for multi-scale
pothole detection.

As shown in Figure 4, the precision, recall, and mAP (mAP@50 and mAP@50-95) curves of PG-YOLO (Ours)
gradually converge after approximately 150 training epochs. Compared with other models, PG-YOLO exhibits
significantly smaller fluctuations, indicating a more stable training process, more balanced parameter optimization,
and superior convergence and reliability.
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Figure 4. Comparison of different evaluation metrics

3.5 Comparative Experiment

To further validate the effectiveness and generalization capability of the proposed PG-YOLO model, comparative
experiments were conducted against several state-of-the-art object detection models under identical dataset settings.
The experimental results are summarized in Table 4, where bold values indicate the best performance.

As shown in Table 4, PG-YOLO achieves the highest precision (78.8%) and recall (64.4%) among the compared
lightweight models, with 70.7% mAP@0.5. Compared with YOLOv11s, PG-YOLO reduces parameters by 7.10M
and computation by 15.0 GFLOPs, while slightly improving precision, recall, and mAP@0.5, and increasing
inference speed by 41 FPS. These results demonstrate that the proposed design improves detection accuracy without
sacrificing deployment efficiency.

Overall, PG-YOLO shows strong adaptability to multi-scale pothole detection in complex road scenes, enabling
more effective feature extraction when visual cues are weak and thus improving detection robustness.

3.6 Comparison of Detection Results

To further evaluate the effectiveness of the improved model, PG-YOLO and the original YOLOv11 were tested,
and the results are illustrated in Figure 5. In Figure 5, subfigures (1) and (3) present the detection results and
corresponding heatmaps generated by YOLOvI11, while subfigures (2) and (4) show the detection results and
heatmaps produced by PG-YOLO.



Table 4. Comparison results of different models on the MyDataset dataset

Method P (%) R (%) mAP50(%) Param (M) GFLOPs FPS (f/s)

Faster R-CNN  60.2 42.6 48.3 36.3 190.4 35
SSD 53.2 37.1 41.1 39.5 160.8 43
RT-DETR-r18  54.9 44.4 45.3 19.8 56.9 58
YOLOv5n 75.4 58.6 66.2 2.50 7.1 173
YOLOvV7tiny 76.0 60.5 65.9 8.32 21.8 108
YOLOvV8n 76.5 59.5 67.3 3.01 8.1 151
YOLOvV10n 73.4 60.1 67.6 2.56 6.7 136
YOLOvI1n 75.4 58.5 67.5 2.58 6.5 143
YOLOvI11s 76.0 64.2 70.5 9.41 21.3 117
YOLOvI2n 75.1 58.3 66.1 2.51 5.8 103
YOLOvVI3n 73.0 59.4 65.6 2.45 6.1 91
Ours 78.8 64.4 70.7 231 6.3 158

Note: Parameter (Param), Giga Floating-Point Operations (GFLOPs), Single Shot MultiBox Detector (SSD)

As can be observed from Figure 5, the original YOLOv11 model is prone to false positives and missed detections
when dealing with small-sized potholes and low-light conditions. In contrast, PG-YOLO demonstrates noticeable
improvements under these challenging scenarios. These results indicate that PG-YOLO consistently outperforms the
original YOLOV11 in detection performance.

(1

2

4

Figure 5. Comparison of different metrics

4 Conclusions

This paper presented PG-YOLO, a real-time and lightweight pothole detector tailored for intelligent transportation
and mechatronic mobility applications. Building on YOLOV1 1n, we introduced the PMFA module to improve multi-
scale feature representation and preserve fine edge cues via partial-channel aggregation, and the GSEA module to
strengthen salient-region semantics through efficient local-global attention.

Experiments on a mixed pothole dataset (4,920 images) showed that PG-YOLO improves mAP@0.5, precision,
and recall by 3.2, 3.4, and 5.9 percentage points over YOLOvV1 1n while reducing parameters by 10%. PG-YOLO
reaches 158 FPS on an RTX 4070 Ti Super, suggesting strong potential for real-time operation on vehicle-mounted
cameras, roadside monitoring units, and inspection robots.



Future work will focus on expanding the dataset to better cover extreme transportation conditions, improving
robustness via context-aware modeling and background suppression, and validating end-to-end deployment in real
ITS pipelines with localization and maintenance decision modules.
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