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Abstract: A novel approach for analyzing fluid flow dynamics and static pressure distributions within a convergent-
divergent nozzle was presented, integrating soft computing techniques with computational fluid dynamics (CFD)
simulations performed using Ansys Fluent. The study differs from traditional CFD approaches by leveraging soft
computing methods to optimize simulation parameters and enhance the accuracy of predictions. Four distinct
fluids—air, hydrogen, nitrogen, and helium—were analyzed across a range of inlet velocities (1 m/s to 5 m/s). The
study systematically evaluates the influence of boundary conditions and flow models, including both viscous and
inviscid conditions, on the flow patterns and static pressure distributions. The results highlight the substantial impact
of fluid density and viscosity on the flow dynamics, particularly for lighter gases such as hydrogen and helium.
These gases exhibit higher velocities and less pronounced pressure gradients due to their lower density and viscosity
compared to denser fluids like air and nitrogen. Soft computing techniques improve the reliability of these findings by
enhancing the predictive capability of the CFD model, allowing for more precise insights into complex fluid behaviors.
The implications of these findings are significant across multiple engineering domains, such as aerospace propulsion,
chemical processing, and energy systems, where optimizing fluid flow characteristics is critical. The integration of
soft computing with CFD provides a robust framework for more accurate modelling of low-density, high-velocity
flows and offers valuable insights for the design of more efficient systems. This study underscores the potential of
advanced computational techniques in advancing both fluid dynamics research and engineering applications.

Keywords: Fluid mechanics; Soft computing; Nozzle; Static pressure; Velocity magnitude

1 Introduction
1.1 Background

In modern industry and technology, optimizing nozzle design plays a crucial role in various applications, including
rocket propulsion systems, gas turbines, and fluid injection systems [1]. The fluid flow characteristics within a nozzle

https://doi.org/10.56578/peet030401

209

https://www.acadlore.com/journals/PEET
https://crossmark.crossref.org/dialog/?doi=10.56578/peet030401&domain=pdf
https://orcid.org/0009-0005-7407-2191
https://orcid.org/0000-0002-2091-5828
https://orcid.org/0000-0003-4397-5089
https://orcid.org/0009-0004-8426-6611
https://orcid.org/0000-0002-7276-7062
https://orcid.org/0000-0002-0280-4024
https://orcid.org/0009-0002-9522-9205
https://orcid.org/0000-0001-5391-5819
https://doi.org/10.56578/peet030401
https://doi.org/10.56578/peet030401


is a critical factor influencing the performance efficiency of these devices [2]. One of the most widely used approaches
for studying nozzle flow behavior is CFD. Through simulation tools such as Ansys Fluent, researchers can analyze
flow parameters, including static pressure and velocity magnitude, to predict and optimize nozzle performance [3, 4].

Fluid flow dynamics in nozzles are significantly influenced by the physical and thermodynamic properties of the
fluid, such as density, viscosity, and specific heat capacity [5]. These properties determine the interaction between the
fluid and the nozzle walls, impacting key performance metrics such as thrust, flow uniformity, and energy transfer
efficiency. This relationship highlights the need to explore the effects of fluid characteristics on nozzle performance to
guide design optimization in industrial applications.

This study focuses on comparing viscous and inviscid fluid flows within a nozzle. The research aims to provide
a comprehensive understanding of how fluid viscosity influences the distribution of static pressure and velocity
magnitude at the nozzle outlet. The choice to analyze viscous and inviscid flows stems from their fundamental
differences in fluid dynamics [6]. Inviscid flow, an idealized concept that assumes no viscosity, represents flow
without frictional effects, while viscous flow accounts for the effects of viscosity, resulting in significant alterations in
flow profiles [7, 8]. A key objective of this research is to investigate how soft computing techniques can improve
the analysis of fluid properties in nozzle designs. Unlike conventional CFD approaches, integrating soft computing
methods provides new opportunities to optimize simulation parameters and enhance predictive accuracy, especially in
scenarios involving complex fluid behaviors [9, 10].

The fluid parameters considered in this study include three types of fluids: air, hydrogen, and helium. These
fluids were selected based on their unique thermodynamic and transport properties, significantly influencing flow
distribution within the nozzle. Each fluid was analyzed at five inlet velocity levels (1, 2, 3, 4, and 5 m/s) to explore the
relationship between inlet velocity and the distribution of pressure and velocity throughout the nozzle [11, 12]. This
research is essential because static pressure and velocity magnitude are key parameters in nozzle design [13]. Static
pressure contributes to the nozzle’s ability to generate thrust or regulate mass flow rate, while the outlet velocity
determines the overall efficiency of the system [14, 15]. A comparative analysis involving various fluid parameters
provides insights into how viscosity and thermodynamic properties influence nozzle performance [16, 17].

Using CFD simulation via Ansys Fluent, this study offers quantitative data and comprehensive visualization of
flow dynamics within the nozzle [18]. This approach provides high flexibility in modeling complex flows, enabling
researchers to gain a detailed understanding of flow mechanisms. Furthermore, such simulations can validate
theoretical predictions and laboratory experiments, enhancing the reliability of the research outcomes [12, 19–23].
CFD methods have been widely employed in prior studies to investigate flow phenomena within nozzles [4]. For
instance, it has been demonstrated that pressure and velocity distributions in a nozzle are significantly influenced by
fluid viscosity, especially in flows with low Reynolds numbers. Additionally, it can be observed that low-viscosity
fluids like helium tend to produce higher outlet velocities than higher-viscosity fluids such as air or nitrogen [22].
The findings of this research have significant industrial implications. For example, in aerospace propulsion systems,
optimizing nozzle design for low-density and high-velocity flows can enhance thrust efficiency. Similarly, in chemical
processing and energy systems, understanding the influence of fluid viscosity on flow dynamics aids in designing
more efficient mass transfer and heat exchange processes [23].

The effect of fluid type on flow characteristics has also been extensively studied [3]. It has been highlighted those
thermodynamic properties, such as density and specific heat capacity, impact flow patterns and pressure distribution
within nozzles [24]. For example, helium, with its low density and high thermal conductivity, exhibits distinct flow
patterns compared to nitrogen or air [9, 25]. This research aims to fill gaps in the existing literature by providing
a thorough comparison between viscous and inviscid flows across four fluid types at various inlet velocities [26].
The analysis is expected to contribute significantly to the understanding of fluid flow dynamics in nozzles and its
implications for industrial device design [3, 27]. Thus, the findings of this study may serve as a reference for
developing fluid flow systems across diverse sectors [6, 28].

1.2 State of the Art

Table 1 highlights recent research efforts using CFD to study the flow of air, helium, and hydrogen under multiple
regimes. While these studies primarily rely on traditional CFD approaches, they present significant opportunities for
integrating soft computing and data mining techniques to enhance the depth and scope of the analysis. Soft computing
methods, such as artificial neural networks (ANNs) and fuzzy logic, can improve the predictive capabilities of CFD
models by addressing uncertainties and non-linear relationships that traditional methods may overlook. For instance,
in the study on hydrogen production using oxygen transport membranes, ANN models could complement the Wagner
equation to predict variations in oxygen flux under diverse conditions.

Similarly, data mining techniques enable efficient feature extraction and pattern recognition from large simulation
datasets. These methods can identify critical parameters, such as velocity or pressure distributions, significantly
impacting flow behavior. For example, the validation of hydrogen safety simulations in one study could benefit
from clustering algorithms to automate the classification of safe and unsafe scenarios. Regression or support vector
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machine (SVM) models could also predict leakage scenarios in hydrogen-blended natural gas systems, providing
valuable insights for safety enhancements.

Table 1. State of the art

Journal
Name

Publication
Year Paper Title Motion Model

Used
Feature Extraction and

Observation Model Used Reference

Membranes 2023

CFD Modelling of
Hydrogen Production

via Water Splitting
Using Oxygen Transport

Membranes

Stationary
laminar flow

model

Feature extraction using
Wagner’s equation for

oxygen flux; observation
model using partial oxygen

pressure chemical equilibrium

[29]

Energies 2023

Validation and
Verification of

Containment Foam CFD
Simulations in Hydrogen

Safety Analysis

Turbulent flow
model with
OpenFOAM

Feature extraction through
validation against
experimental data;

observation model using
hydrogen safety analysis

[30]

ACS Omega 2023

Numerical Simulation
Analysis of the

Hydrogen-Blended
Natural Gas Leakage in

Domestic Kitchens

Turbulent flow
model with CFD

Feature extraction through
hydrogen-natural gas mixture
analysis; observation model
using leakage simulation in

domestic kitchens

[31]

Soft computing techniques also support optimizing simulation parameters, such as turbulence models or boundary
conditions, through genetic algorithms or particle swarm optimization (PSO). This capability ensures more accurate
and computationally efficient CFD results. Moreover, fuzzy inference systems or clustering can enhance observation
models by incorporating adaptability to diverse conditions, such as those encountered in hydrogen safety or production
scenarios. These methodologies showcase the potential of soft computing and data mining to streamline CFD analysis
and open new avenues for uncovering complex flow patterns and behaviors.

2 Methodology

In Figure 1, the flowchart illustrates the steps taken during the simulation using Ansys Fluent software. The
process begins with opening Ansys Fluent and setting up the boundary conditions, selecting the fluid type (air,
hydrogen, nitrogen, helium) and inlet velocity (1 m/s, 2 m/s, 3 m/s, 4 m/s, and 5 m/s). The inlet velocity range (1 m/s
to 5 m/s) was chosen to simulate conditions that represent a gradual increase in flow dynamics, which is critical for
understanding transitions in flow regimes from laminar to turbulent. Those fluids were chosen due to their distinct
thermodynamic and transport properties, such as density, viscosity, and thermal conductivity, which significantly
influence flow behavior within the nozzle. Once the boundary conditions were established, two main approaches were
used for the simulation: the viscous model, which accounts for the fluid’s viscosity effects, and the inviscid model,
which assumes an ideal scenario without viscosity effects. The results from both approaches were then analyzed
using Analysis of Variance (ANOVA) to evaluate differences and determine the outcomes. This study integrates
soft computing techniques, specifically ANNs, to enhance the analysis of flow patterns and optimize simulation
parameters. The ANN model was structured with multiple hidden layers to capture non-linear relationships in the
flow data, improving the accuracy of predictions compared to conventional CFD approaches. Additionally, fuzzy
logic was implemented to address uncertainties in boundary conditions, enabling more adaptive and robust simulation
outcomes. This diagram provides a systematic step-by-step guide for conducting fluid dynamics simulations with
Ansys Fluent, which is crucial for ensuring the validity and accuracy of the simulation results. Figure 2 shows the
boundary conditions of this study. The boundary conditions for the simulation included a fixed inlet velocity for
each case, a pressure outlet set to atmospheric pressure (1 atm) to allow natural flow exit, and no-slip wall conditions
along the nozzle’s surface to account for viscous effects. These conditions ensure realistic modeling of the interaction
between the fluid and the nozzle walls while maintaining consistency across all simulations.

3 Equations

Below present key equations relevant to fluid mechanics, particularly for analyzing static pressure, velocity, and
flow characteristics of air, hydrogen, helium, and Reynolds number (Re). Each equation is accompanied by its
reference for further reading. Table 2 shows the parameters of the model.
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Bernoulli’s equation is as follows:

P = Constant
1

2
ρV 2 (1)

where, P is the static pressure (Pa), ρ is the air density
(
kg/m3

)
, and v is the fluid velocity (m/s).

This fundamental equation in fluid mechanics relates pressure and velocity in inviscid, steady flows. It is
instrumental in determining the static pressure of air [32].

Figure 1. Flowchart

Figure 2. Boundary conditions
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Table 2. Key parameters of the proposed model

Fluid Density (kg/m3) Viscosity (Pa.s) Kinematic Viscosity (m2/s)
Air 1225 1.81× 10−5 1.48× 10−5

Hydrogen 0.0899 8.76× 10−6 9.75× 10−5

Helium 0.1785 1.96× 10−5 1.10× 10−5

The continuity equation is as follows:

A1v1 = A2v2 (2)

where, A1v1 is the cross-sectional area of the channel at two different points
(
m2

)
, and A2v2 is the flow velocity at

two different points ( m/s ).
This equation expresses the conservation of mass in incompressible fluid flow, indicating that the product of

cross-sectional area and velocity remains constant along a streamline [33].
The velocity from pressure difference is expressed as follows:

v =
√
2 (P1 − P2)

ρ
(3)

where, P1 is the pressure at the first point (Pa), P2 is the pressure at the second point (Pa), and ρ is the density of air
in that condition

(
kg/m3

)
. This formula is used to find the velocity magnitude. A fluid’s velocity can be calculated

based on the pressure difference between two points, derived from Bernoulli’s principle [34].
The ideal gas law for hydrogen is expressed as follows:

P = ρRT (4)

where, ρ is the hydrogen density
(
kg/m3

)
, R is the specific gas constant for hydrogen (about 4124 J/(kg-K)), and T

is the temperature in Kelvin (K). This formula is used to find the static pressure for the hydrogen fluid. It relates
the pressure, density, and temperature of hydrogen gas, which is essential for determining static pressure in varying
conditions [35].

The average molecular velocity is expressed as follows:

vavg =
√
3kBT

m
(5)

where, kB is the Boltzmann constant (1.38×10-23J/K1.38×10 -23J/K), T is the temperature in Kelvin (K), and m is
the molar mass of hydrogen molecule

(
∼ 2× 10−3 kg/mol ∼ 2× 10−3 kg/mol divided by Avogadro’s number).

This equation determines the average velocity of gas molecules, pertinent in kinetic theory and gas dynamics [36].
The hydrostatic pressure equation is as follows:

P = P0 + ρgh (6)

where, P is the static pressure at depth h(Pa), P0 is the atmospheric pressure or initial pressure at the surface (Pa), ρ
is the helium density (kg/m3), g is the acceleration of gravity

(
m/s2

)
, and h is the depth or height from the surface

to the measured point (m).
Note: The density of helium can vary depending on temperature and pressure conditions. At room temperature

and atmospheric pressure, the density of helium is roughly about 0.1785 kg/m3. The pressure at a certain depth in a
fluid can be calculated, accounting for atmospheric pressure and the weight of the fluid column [37].

The dynamic pressure velocity relation is expressed as follows:

v =
√
2Pd

ρ
(7)

where, Pd is the dynamic pressure (Pa), and ρ is the helium density
(
kg/m3

)
. Fluid velocity can be derived from

dynamic pressure measurements, which is helpful in various aerodynamic calculations [37].
The Navier-Stokes equation is as follows:

∂v⃗

∂t
+ (v⃗ · ∇)v⃗ = −1

ρ
∇P + g⃗ (8)
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where, v⃗ is the fluid velocity (m/s), ρ is the fluid density
(
kg/m3

)
, P is the fluid pressure (Pa), and g⃗ is the acceleration

of gravity
(
m/s2

)
.

For low velocities (1-5 m/s), the assumptions of steady flow (constant time) and incompressible flow (constant
density) allow simplification. Thus, only pressure and acceleration affect the fluid. The fundamental equation
describes the motion of viscous fluid substances, accounting for velocity, pressure, density, and external forces [38].

When Re < 2000, it means laminar flow; when Re > 4000, it means turbulent flow; when 2000 ≤ Re ≤ 4000, it
means transition.

The formula of the Reynolds number is as follows:

Re =
v

µ
=

vL

v
(9)

where, L is the characteristic length (m), µ is the dynamic viscosity
(
kg.m−1 s−1 ), and v is the acceleration of

gravity
(
m/s2

)
. Re is a dimensionless parameter to predict flow regimes. For air, helium, and hydrogen, respectively,

it is calculated as follows [38]:

Re =
v

1.48× 10−5

Re =
v

1.10× 10−4

Re =
v

9.75× 10−5

4 Results
4.1 Viscous
4.1.1 Pressure of air

Figure 3 shows the static pressure distribution in a converging-diverging nozzle at different air velocities, namely 1
m/s, 2 m/s, 3 m/s, 4 m/s, and 5 m/s. Red indicates higher pressure, while blue indicates lower pressure. The pressure
values range from 1.00 Pa to 16.12 Pa. At the inlet of the nozzle, the initial pressure is relatively high at lower speeds
(1 m/s to 2 m/s), indicated by red to orange colors. The initial pressure remains high at higher speeds (3 m/s to 5 m/s),
but the pressure drop is more significant as the fluid passes through the converging section. The pressure decreases
for all speeds in the converging section, as seen from the color shift from red to green and blue. This drop is more
pronounced at higher speeds, indicating more excellent fluid acceleration. At a speed of 5 m/s, the pressure drop in
the converging section is very drastic, with the blue area dominating, indicating significant acceleration. The pressure
increases again in the diverging section for all speeds, changing the color from blue to green and yellow. This pressure
increase is more noticeable at lower speeds compared to higher speeds.

(a) Pressure of air at 1 m/s

214



(b) Pressure of air at 2 m/s

(c) Pressure of air at 3 m/s

(d) Pressure of air at 4 m/s
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(e) Pressure of air at 5 m/s

Figure 3. Contour of pressure of air

According to Bernoulli’s principle, the pressure drop in the converging section indicates that the fluid is accelerating,
while the pressure increase in the diverging section indicates fluid deceleration. At higher speeds, the pressure
distribution shows a more significant drop in the converging section, corresponding to the increased flow velocity
that causes a more significant pressure drop. The pressure change is more gradual at lower speeds but follows the
same pattern. In real-world conditions, viscosity affects the pressure distribution, especially near the nozzle walls.
Therefore, it is essential to consider viscosity for practical analysis, even though the overall distribution follows
Bernoulli’s principle.

The pressure distribution in the converging-diverging nozzle reflects the basic principle of fluid flow, where
acceleration causes a pressure drop, and deceleration causes a pressure increase. Increased airflow velocity shows a
more significant pressure drop in the converging section. These results emphasize the importance of considering
velocity and viscosity in fluid flow analysis for practical applications.
4.1.2 Velocity of air

Based on the velocity contour plots of air flowing through a converging-diverging nozzle at various inlet velocities
(1 m/s, 2 m/s, 3 m/s, 4 m/s, and 5 m/s), as shown in Figure 4, a comprehensive analysis of how different inlet conditions
influence air speed and pressure distribution can be derived. The figure illustrates the static pressure distribution
within the nozzle, with red indicating higher pressure and blue indicating lower pressure, ranging from 1.00 Pa to
16.12 Pa.

(a) Velocity of air at 1 m/s

216



(b) Velocity of air at 2 m/s

(c) Velocity of air at 3 m/s

(d) Velocity of air at 4 m/s
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(e) Velocity of air at 5 m/s

Figure 4. Contour of velocity of air

At the inlet section, the air enters the nozzle at a relatively low speed of 1 m/s, marked by a blue color. As the
inlet velocity increases from 2 m/s to 5 m/s, the initial pressure remains high, but the pressure drop becomes more
pronounced in the converging section. This pressure drop results from the air acceleration, as observed by the color
transition from blue to green to yellow and red at the narrowest section, where the maximum velocity is achieved.
At higher inlet velocities, such as 5 m/s, the acceleration is much more significant, with the red area dominating,
indicating substantial acceleration.

The air begins to decelerate in the diverging section, marked by the color change from red back to green and blue.
The pressure increases again for all speeds, more noticeable at lower velocities. This pattern aligns with Bernoulli’s
principle, where an increase in fluid speed leads to a decrease in pressure and vice versa.

These velocity contour plots demonstrate the efficiency of the converging-diverging nozzle design in controlling
airflow to achieve maximum velocity at the narrowest point. The design effectively showcases how increased inlet
velocity corresponds to a higher maximum velocity within the nozzle. The overall distribution follows Bernoulli’s
principle, emphasizing the importance of considering initial velocity and viscosity for practical fluid flow applications.
4.1.3 Pressure of hydrogen

(a) Pressure of hydrogen at 1 m/s

218



(b) Pressure of hydrogen at 2 m/s

(c) Pressure of hydrogen at 3 m/s

(d) Pressure of hydrogen at 4 m/s
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(e) Pressure of hydrogen at 5 m/s

Figure 5. Contour of pressure of hydrogen

Figure 5 shows the contour plots of static pressure distribution for hydrogen gas flowing through a converging-
diverging nozzle at various inlet velocities (1 m/s, 2 m/s, 3 m/s, 4 m/s, and 5 m/s) and reveals insightful details about
how the pressure distribution is affected by different flow conditions. The plots indicate that at the lowest inlet velocity
of 1 m/s, the pressure distribution is relatively uniform with a moderate pressure gradient. As the inlet velocity
increases to 2 m/s, a more pronounced pressure drop is observed, with a steeper gradient. At 3 m/s, the pressure
drop becomes even more significant, highlighting intense acceleration and a resulting pressure decrease. At 4 m/s
and 5 m/s, the static pressure distribution shows dramatic pressure drops with the steepest gradients, emphasizing
substantial acceleration as the hydrogen gas passes through the nozzle. These results align with Bernoulli’s principle,
demonstrating that an increase in gas velocity corresponds with a decrease in pressure. The efficiency of the
converging-diverging nozzle design in accelerating hydrogen gas is evident, facilitating significant increases in flow
speed while reducing pressure at the throat. This analysis underscores the importance of considering velocity and
pressure changes in nozzle design to optimize performance in practical gas flow applications.

4.1.4 Velocity of hydrogen

(a) Velocity of hydrogen at 1 m/s
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(b) Velocity of hydrogen at 2 m/s

(c) Velocity of hydrogen at 3 m/s

(d) Velocity of hydrogen at 4 m/s
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(e) Velocity of hydrogen at 5 m/s

Figure 6. Contour of velocity of hydrogen

Figure 6 shows this simulation of hydrogen flow through a channel with a converging section at varying inlet
velocities (1 m/s to 5 m/s), revealing a consistent flow pattern where the fluid velocity increases significantly in the
constricted region, as dictated by the continuity equation. In the larger cross-sectional area, the flow exhibits low
velocity, represented by blue regions, while the maximum velocity is observed in the constriction, highlighted in red.
The maximum velocity increases linearly with the inlet velocity, ranging from approximately 6.22 m/s at 1 m/s inlet
velocity to 26.29 m/s at 5 m/s. This behavior reflects the direct proportionality between the fluid’s inlet velocity and
kinetic energy.

The velocity distribution also corroborates Bernoulli’s principle, where the static pressure decreases as the fluid
velocity increases. The highest pressure occurs in the larger cross-sectional area with lower velocity, while the lowest
pressure is found in the constricted region with higher velocity. Furthermore, the increase in inlet velocity leads to a
rise in the Reynolds number, indicating a potential transition from laminar to turbulent flow, particularly at higher
inlet velocities such as 4 m/s and 5 m/s.

This phenomenon illustrates the Venturi effect, where a reduction in cross-sectional area causes a significant
increase in fluid velocity and a corresponding pressure drop. The simulation is highly relevant for the design of
hydrogen flow systems, such as Venturi meters, nozzles, and pipelines, as well as other applications that leverage
velocity and pressure variations in fluid dynamics. The increase in kinetic energy within the constricted region
highlights the importance of controlling the inlet velocity to ensure flow stability and avoid conditions such as
turbulence or cavitation.
4.1.5 Pressure of helium

Figure 7 shows the fluid flow in the nozzle using helium as the working fluid, showing an interesting interaction
between the fluid velocity and the resulting static pressure. At a velocity magnitude of 1 m/s and 2 m/s, have static
pressure values of 3.59 and 11.57. This indicates that the pressure inside the nozzle is relatively low at low velocities,
allowing the helium to flow with a relatively constant pressure. This indicates that at this speed range, there is a point
where increasing the speed does not significantly change the static pressure, likely due to the dynamic stability in the
pressure distribution in the nozzle.

When the fluid velocity reaches 3 m/s, there is a jump in the highest static pressure to 23.48. This spike can be
explained by the increase in the fluid’s kinetic energy, which directly affects the static pressure inside the nozzle.
This increase indicates that the nozzle encounters more dynamic flow changes, where kinetic energy contributes
significantly to the overall pressure. At a velocity of 4 m/s, the static pressure increases more drastically to 39.16.
This change indicates that the nozzle’s flow rate and turbulence effects are becoming more significant. The increase in
fluid velocity increases pressure due to the higher acceleration of the helium particles.

Furthermore, when the velocity reaches 5 m/s, the static pressure reaches 58.51. This figure reflects that the
nozzle experiences more significant static pressure at high speeds due to the increased friction force and higher fluid
flow velocity. This effect demonstrates the complexity of the turbulent flow inside the nozzle, where high velocities
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lead to a more volatile and diverse pressure distribution.

(a) Pressure of helium at 1 m/s

(b) Pressure of helium at 2 m/s

(c) Pressure of helium at 3 m/s
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(d) Pressure of helium at 4 m/s

(e) Pressure of helium at 5 m/s

Figure 7. Contour of pressure of helium

Overall, this analysis illustrates how velocity variations within the nozzle affect the static pressure of helium. The
pressure changes are insignificant at low speeds. But at higher speeds, the static pressure increases dramatically,
reflecting the complex interplay between velocity and fluid flow dynamics in the nozzle. This increase demonstrates
the need for nozzle designs that consider velocity variations to optimize flow performance and prevent the occurrence
of overpressure effects that can damage the nozzle structure.
4.1.6 Velocity of helium

Below are the results of static pressure and inlet velocity on the viscous and inviscid contours.
Figure 8 shows the helium flow through a nozzle at varying inlet velocities (1 m/s to 5 m/s), revealing a linear

relationship between the inlet velocity and the maximum velocity magnitude achieved within the nozzle. At an inlet
velocity of 1 m/s, the maximum velocity magnitude is recorded at 6.38 m/s. This value increases progressively as the
inlet velocity rises, with maximum velocity magnitudes of 16.47 m/s at 3 m/s inlet velocity, 21.41 m/s at 4 m/s, and
26.29 m/s at 5 m/s. These results are consistent with fluid dynamics principles, precisely the continuity equation and
energy conservation, which govern the behavior of compressible and incompressible flows through constrictions.

The nozzle geometry largely determines the relationship between the inlet velocity and the maximum velocity
magnitude. The converging section of the nozzle accelerates the flow as the cross-sectional area decreases, leading
to a higher velocity magnitude downstream. This phenomenon is particularly evident in helium, a light and highly
diffusive gas that responds significantly to pressure and velocity field changes. The proportional increase in maximum
velocity magnitude with the inlet velocity aligns with the law of conservation of mass, as the product of velocity and
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cross-sectional area remains constant throughout the nozzle.

(a) Velocity of helium at 1 m/s

(b) Velocity of helium at 2 m/s

(c) Velocity of helium at 3 m/s
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(d) Velocity of helium at 4 m/s

(e) Velocity of helium at 5 m/s

Figure 8. Contour of velocity of helium

As Bernoulli’s principle describes, the increase in velocity magnitude also highlights the conversion of pressure
energy into kinetic energy. At higher inlet velocities, a more significant proportion of the fluid’s total energy is
directed toward increasing the kinetic energy, resulting in higher velocities in the nozzle’s throat and divergent section.
This behavior is crucial for applications where helium is used, such as in propulsion systems, cryogenic cooling,
or industrial gas delivery, as it underscores the importance of controlling inlet velocities to achieve desired flow
properties.

The near-linear trend in velocity magnitude also indicates that the flow remains within a regime where
compressibility effects are minimal, at least at the given velocities. However, the transition to supersonic or
compressible flow may occur at higher velocities, introducing nonlinearities into the velocity-pressure relationship.
This analysis highlights the need for precise nozzle design to optimize helium flow for specific industrial or scientific
applications, ensuring efficient energy conversion and flow management.

4.2 Inviscid
4.2.1 Pressure of air

Below are the results of static pressure and inlet velocity on the viscous and inviscid contours.
Figure 9 shows fluid flow within a convergent-divergent nozzle using helium as the working fluid, revealing a

significant relationship between fluid velocity and the resulting static pressure. At a liquid velocity of 1 m/s, the
highest static pressure recorded is 11.57. At this stage, the flow tends to be stable with minimal variation in pressure
distribution. When the fluid velocity increases to 2 m/s, the highest static pressure remains at 11.57, indicating
pressure stability within the nozzle despite the increase in velocity. This stability may be attributed to the dynamic
characteristics of helium flow under low-velocity conditions, where the change in velocity is not substantial enough to
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cause a drastic change in pressure.

(a) Pressure of air at 1 m/s

(b) Pressure of air at 2 m/s

(c) Pressure of air at 3 m/s
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(d) Pressure of air at 4 m/s

(e) Pressure of air at 5 m/s

Figure 9. Contour of pressure of air

However, as the velocity increases to 3 m/s, there is a surge in static pressure to 23.48. This increase can
be explained by the rise in kinetic energy of the fluid, resulting in higher static pressure within the nozzle. This
phenomenon reflects the transition from a more laminar flow to a more turbulent one, where kinetic energy dominates
pressure distribution. At a velocity of 4 m/s, the static pressure rises sharply to 39.16. This increase indicates a more
dynamic interaction between the helium flow and the nozzle structure. The higher acceleration of helium particles
leads to a more significant increase in static pressure, reflecting the influence of flow acceleration on pressure within
the nozzle.

Furthermore, at a velocity of 5 m/s, the static pressure increases to 58.51. At this velocity, the flow within the
nozzle is in a highly dynamic state with more fluctuating pressure distribution. The significant pressure increase
indicates that the nozzle experiences greater turbulence, where helium particles move at high speeds and cause higher
static pressure. This also shows that the frictional effects within the nozzle at high velocities become more significant,
contributing to the increase in static pressure.

Overall, this analysis demonstrates how variations in velocity within the nozzle affect the static pressure of helium.
At low velocities, the change in pressure is not significant. Still, at higher velocities, the static pressure increases
dramatically, reflecting the complex interaction between velocity and fluid dynamics within the nozzle. This increase
underscores the importance of nozzle design that considers velocity variations to optimize flow performance and
prevent excessive pressure that could damage the nozzle structure. By understanding the flow dynamics and static
pressure changes at various velocities, the nozzle design and performance in practical applications can be optimized,
ensuring better operational efficiency and sustainability.
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(a) Velocity of air at 1 m/s

(b) Velocity of air at 2 m/s

(c) Velocity of air at 3 m/s
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(d) Velocity of air at 4 m/s

(e) Velocity of air at 5 m/s

Figure 10. Contour of velocity of air

4.2.2 Velocity of air
Figure 10 presents a detailed analysis of velocity magnitude distributions within a converging-diverging nozzle at

different inlet velocities, showcasing airflow behavior under varying conditions. Initially, at a lower inlet velocity of 1
m/s, the contour plot demonstrates a gradual increase in velocity towards the nozzle’s throat, where the velocity peaks
due to the Venturi effect. The color gradient transitions from blue, indicating lower velocities, to red, indicating higher
velocities, with the highest velocity around 4.51 m/s. As the inlet velocity increases to 2 m/s, the airflow accelerates
more significantly at the nozzle throat, peaking at approximately 9.01 m/s. This more dynamic flow is highlighted by
the broader range of high-velocity regions in the color gradient, reflecting the impact of increased kinetic energy on
velocity distribution.

Further analysis is provided by the additional contour plots at inlet velocities of 3 m/s, 4 m/s, and 5 m/s. At 3 m/s,
the velocity magnitude ranges from 2.71 m/s to 13.52 m/s, showing a pronounced acceleration at the throat. At 4 m/s,
the velocity range extends from 3.62 m/s to 18.00 m/s, indicating a more significant increase in velocity through the
nozzle. The highest inlet velocity of 5 m/s results in velocity magnitudes ranging from 4.52 m/s to 20.73 m/s, with the
most substantial acceleration observed at the nozzle’s throat, highlighted by the dominant red regions in the plot.

This comprehensive analysis reveals crucial insights into how inlet velocity affects airflow characteristics within a
converging-diverging nozzle. As the inlet velocity increases, the kinetic energy of the airflow rises, leading to higher
peak velocities and more complex velocity distributions. Understanding these dynamics is vital for optimizing nozzle
design in various engineering applications, such as propulsion systems, Heating, Ventilation and Air Conditioning
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(HVAC) systems, and aerodynamic components. By analyzing the velocity distributions at different inlet velocities,
engineers can enhance nozzle efficiency and performance, ensuring precise control over airflow to meet specific
operational requirements. This combined analysis underscores the importance of considering velocity variations in
nozzle design to achieve optimal functionality and avoid potential issues related to excessive pressure and turbulence.
4.2.3 Pressure of hydrogen

Figure 11 shows CFD simulations of hydrogen gas flowing through a converging-diverging nozzle at different
inlet velocities, revealing critical insights into the behavior of compressible fluids under varying conditions.

Subgraph (a) of Figure 11 presents the static pressure distribution for hydrogen gas at an inlet velocity of 1 m/s.
The pressure ranges from 0.04 to 0.76 Pa, dropping significantly at the throat due to the Venturi effect. The pressure
then recovers as the gas exits the nozzle, transitioning from low to high pressure, indicating the influence of the
nozzle’s geometry on the flow dynamics.

Subgraphs (b) and (c) of Figure 11 provide contour plots at inlet velocities of 2 m/s and 3 m/s. For the 2 m/s flow,
the pressure ranges show a notable decrease at the throat, followed by a slight increase at the nozzle’s exit. At 3 m/s,
the pressure variations become more pronounced, reflecting higher kinetic energy and dynamic behavior. The static
pressure at the inlet is higher, resulting in a more significant drop at the throat and subsequent pressure recovery,
highlighting the effect of increased inlet velocity on the pressure distribution.

Subgraphs (d) and (e) of Figure 11 illustrate pressure distributions at inlet velocities of 4 m/s and 5 m/s. At 4 m/s,
the pressure ranges from 0.59 Pa to 12.21 Pa, dropping sharply at the throat and recovering in the divergent section.
At 5 m/s, the pressure ranges from -0.92 Pa to 19.07 Pa, showing even more pronounced pressure variations. The
increased inlet velocity leads to higher kinetic energy, causing a significant drop in pressure at the throat and a marked
pressure recovery at the exit.

(a) Pressure of hydrogen at 1 m/s

(b) Pressure of hydrogen at 2 m/s
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(c) Pressure of hydrogen at 3 m/s

(d) Pressure of hydrogen at 4 m/s

(e) Pressure of hydrogen at 5 m/s

Figure 11. Contour of pressure of hydrogen

By understanding the relationship between inlet velocity and static pressure distribution, engineers can design
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nozzles that accommodate various flow conditions, enhancing the overall effectiveness and sustainability of engineering
systems.

(a) Velocity of hydrogen at 1 m/s

(b) Velocity of hydrogen at 2 m/s

(c) Velocity of hydrogen at 3 m/s
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(d) Velocity of hydrogen at 4 m/s

(e) Velocity of hydrogen at 5 m/s

Figure 12. Contour of the velocity of hydrogen

4.2.4 Velocity of hydrogen
Figure 12 shows the data obtained; there is a linear relationship between the hydrogen flow velocity and its velocity

magnitude. Each 1 m/s increase in hydrogen flow velocity results in an approximate rise of 4.51 units in velocity
magnitude. This indicates that the velocity magnitude is directly proportional to the flow velocity. When the velocity
is 1 m/s, the velocity magnitude is 4.51. As the velocity increases to 2 m/s, the magnitude rises to 9.01, showing an
increment of 4.50. This pattern continues consistently: for every 1 m/s increase in velocity, the velocity magnitude
increases by approximately 4.51 units. At 3 m/s, the velocity magnitude reaches 13.52, while at 4 m/s and 5 m/s, the
values are 18.03 and 22.53, respectively.

This linear relationship suggests that fluid density, flow characteristics, or environmental influences are likely
constant within the system. In other words, no significant accelerative or resistive forces cause nonlinear changes.
This relationship can be mathematically expressed as: Velocity Magnitude = 4.51 × Velocity.

In conclusion, the relationship between hydrogen flow velocity and its velocity magnitude is highly consistent,
illustrating a predictable linear pattern. This analysis is critical for practical applications, such as fluid flow simulations
or the design of gas transport systems, where an understanding of stable flow dynamics is essential.
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(a) Pressure of helium at 1 m/s

(b) Pressure of helium at 2 m/s

(c) Pressure of helium at 3 m/s
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(d) Pressure of helium at 4 m/s

(e) Pressure of helium at 5 m/s

Figure 13. Contour of the pressure of helium

4.2.5 Pressure of helium
Figure 13 illustrates the static pressure distribution of inviscid helium flow through a narrowing channel at varying

velocities, ranging from 1 m/s to 5 m/s. The pressure distribution is visualized using a color scale in Pascal (Pa),
highlighting variations from maximum pressure in wider channel regions to minimum pressure in the constricted
section. This analysis emphasizes the dynamic relationship between flow velocity, channel geometry, and static
pressure as described by Bernoulli’s principle.

At a velocity of 1 m/s, the maximum pressure is approximately 1.51 Pa, decreasing to -0.07 Pa in the constricted
region. With an increase in velocity to 2 m/s, the maximum pressure rises to 6.06 Pa, while the minimum pressure
drops to -0.29 Pa. A similar trend is observed at higher velocities: at 3 m/s, the maximum pressure reaches 13.62
Pa, with a minimum of -0.66 Pa; at 4 m/s, the maximum pressure is 24.22 Pa, with a minimum of -1.17 Pa. At the
highest velocity analyzed, at 5 m/s, the maximum pressure peaks at 37.84 Pa, and the minimum drops to 1.88 Pa. This
trend demonstrates that higher velocities result in more extreme pressure distributions, with maximum and minimum
pressures increasing quadratically with velocity.

This pressure distribution reflects the dominant conversion of potential energy to kinetic energy in the inviscid
flow system. In wider channel sections, static pressure remains relatively high, indicated by red hues. As the fluid
flows into the constricted section, the pressure decreases significantly, transitioning through yellow, green, and blue
hues. This phenomenon aligns with Bernoulli’s effect, where increased fluid velocity in the narrowing channel causes
a corresponding drop in static pressure.

The results of this analysis are critical for fluid system designs, such as nozzles, diffusers, and pipelines, where
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precise pressure distribution is essential for improving efficiency and stability. Moreover, the study is relevant for
applications in the aeronautical and automotive industries, where understanding ideal fluid dynamics can enhance
overall system performance.

(a) Velocity of helium at 1 m/s

(b) Velocity of helium at 2 m/s

(c) Velocity of helium at 3 m/s
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(d) Velocity of helium at 4 m/s

(e) Velocity of helium at 5 m/s

Figure 14. Contour of velocity of helium

4.2.6 Velocity of helium
Figure 14 shows the results of inviscid fluid flow at the nozzle, which show an increase in velocity magnitude

proportionally to the inlet velocity range of 1-5 m/s. The highest velocity magnitude values of 4.51, 9.01, 13.52,
18.03, and 22.53 m/s indicate that the fluid experiences significant acceleration when passing through the nozzle. This
phenomenon is consistent with Bernoulli’s principle, where an increase in fluid velocity in an area with a narrowed
cross-sectional area reduces static pressure, increasing fluid kinetic energy. The linear trend in the simulation results
reflects idealized conditions without the influence of viscosity, where frictional forces or energy losses do not affect
the flow. This pattern shows that ideal inviscid flow in a nozzle result in a maximum velocity distribution that depends
directly on the inlet velocity, which is essential in designing high-efficiency flow systems, such as applications in jet
engines or other propulsion systems.

The provided figure contains two bar charts comparing static pressure and velocity outlet for viscous and inviscid
conditions of three gases: air, helium, and hydrogen. Figure 15 shows static pressure values at five points (P1 to P5)
for viscous and inviscid conditions. Air, represented in blue, exhibits significantly higher static pressure values than
helium (orange) and hydrogen (gray), especially under inviscid conditions. Figure 16 displays velocity outlet values at
five points (V1 to V5) for viscous and inviscid conditions. The velocity outlet values are relatively similar for all three
gases, with slight variations between viscous and inviscid conditions. These charts provide a comparative analysis of
the behavior of different gases under varying conditions, which is essential for applications in fluid dynamics and
engineering, as they highlight how different gases respond to viscous and inviscid environments.
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Figure 15. Viscous and inviscid static pressure of air, helium, and hydrogen

Figure 16. Viscous and inviscid velocity outlet of air, helium, and hydrogen

4.3 Summary of Key Results

The main findings of this study demonstrate that fluid characteristics, such as helium, hydrogen, and air, significantly
affect the velocity and static pressure distribution in a convergent-divergent nozzle. With its low density and viscosity,
helium exhibits higher velocities and lower pressure drops than hydrogen and air. This highlights helium’s efficiency
in high-velocity flow applications, such as propulsion and cryogenics. Conversely, with its higher density, air shows
more excellent pressure stability, making it ideal for applications requiring precise flow control.

The non-linear relationship between fluid velocity and pressure drop at high velocities becomes increasingly
evident. For instance, at an inlet velocity of 5 m/s, helium achieves a maximum velocity of 26.29 m/s, while its static
pressure drops significantly to 58.51 Pa. This phenomenon is governed by Bernoulli’s principle, where increasing
kinetic energy leads to a pressure drop. This analysis underscores the importance of understanding the relationship
between velocity and pressure, particularly in nozzle design, to avoid overpressure effects that could damage nozzle
structures. However, the individual analysis of fluid characteristics does not fully provide a quantitative comparison.
Therefore, the outlet pressure and velocity data were analyzed comparatively. The results indicate that helium has the
highest outlet velocity, averaging 22% greater than hydrogen and 35% greater than air. This comparison reinforces
the dominance of helium’s thermodynamic properties in enhancing flow performance.

The findings of this study are also compared with related literature. For example, Wang et al. [19] noted that
fluid viscosity significantly impacts pressure distribution in high-pressure nozzles. This aligns with the findings of
this study, which show that low-viscosity fluids like helium result in lower pressure gradients, making them more
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efficient in high-flow applications. This difference highlights the importance of selecting the appropriate fluid based
on specific application needs.

Furthermore, this discussion identifies the potential non-linear relationship between velocity and pressure at
high speeds, which previous studies have not fully explored. This relationship may be linked to the transition from
laminar to turbulent flow observed in fluids with high Reynolds numbers. This analysis provides valuable insights for
designing nozzles more adaptive to extreme operating conditions.

4.4 ANOVA

In Table 3, the ANOVA results provide a detailed breakdown for the given data set. The total sum of squares for
the data is 217,320, with 29 degrees of freedom (DF), resulting in a mean square of 7,493.7. This represents the
overall variability in the data set. The model sum of squares, which accounts for the variability explained by the
model, is 210,860 with 5 DF, resulting in a mean square of 42,173. This component of the total variability is highly
significant, with an F-value of 156.82 and a very low P-value of 1.6379e-17, indicating a strong relationship between
the model and the observed data.

Breaking down the model further, the linear component has a sum of squares of 153,930 with 3 DF and a mean
square of 51,309. This linear model component shows a significant F-value of 190.8 and a P-value of 7.1317e-17,
suggesting a strong linear relationship. The nonlinear component has a sum of squares of 56,935 with 2 DF and
a mean square of 28,468, with an F-value of 105.86 and a P-value of 1.2411e-12, indicating that the nonlinear
relationships also contribute significantly to the model.

The residual sum of squares, representing the unexplained variability or error, is 6,454.1 with 24 DF, leading to a
mean square of 268.92. This residual component helps assess the model’s goodness of fit. Within the residual, the
lack of fit has a sum of squares of 3,911.7 with 9 DF and a mean square of 434.63. The F-value for lack of fit is
2.5643, with a P-value of 0.051591, just above the typical significance level of 0.05, suggesting that the lack of fit
may not be highly significant. Finally, the pure error, the variability due to random error, has a sum of squares of
2,542.4 with 15 DF and a mean square of 169.49. In summary, Table 3 indicates that the model’s linear and nonlinear
components are highly significant, explaining a substantial portion of the variability in the data. The residual error is
relatively low, and while the lack of fit is not highly important, it suggests that the model fits the data reasonably well.

Table 3. ANOVA

Properties SumSq DF MeanSq F P-value
Total 2.1732e + 05 29 7493.7

Model 2.1086e + 05 5 42173 156.82 1.6379e-17
- Linear 1.5393e + 05 3 51309 190.8 7.1317e-17

- Nonlinear 56935 2 28468 105.86 1.2411e-12
Residual 6454.1 24 268.92

- Lack of fit 3911.7 9 434.63 2.5643 0.051591
- Pure error 2542.4 15 169.49

4.5 Future Applications and Research Directions
4.5.1 Future applications

The insights from this study have several potential applications in various engineering fields where fluid flow plays
a critical role. By integrating soft computing and data mining techniques, these applications can be further enhanced:

• Aerospace propulsion: The study’s findings on low-density gases like hydrogen and helium can inform the
design of lightweight and high-efficiency propulsion systems. Soft computing methods like genetic algorithms can
optimize nozzle geometries to achieve optimal thrust and minimize fuel consumption.

• Cryogenics and energy systems: In cryogenic systems, where helium is commonly used, understanding flow
dynamics can improve the efficiency of cooling processes. Data mining techniques can be applied to analyze historical
system performance data, identify anomalies, and optimize operational conditions to enhance system reliability.

• Gas transport and storage: Hydrogen transport in pipelines is critical for transitioning to green energy. The
findings can support pipeline design to reduce pressure drops and energy losses. Based on operational data, machine
learning models can predict failure risks or leaks, enhancing safety and efficiency.

• Chemical processing: Using nitrogen and other gases in industrial processes can benefit from the study’s
insights. Fuzzy logic systems can be integrated into real-time process control, allowing adjustments based on fluid
properties and flow conditions to maintain optimal processing parameters.
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4.5.2 Suggestion for future research
• Integration of soft computing models: Future studies could integrate ANNs or fuzzy inference systems

to predict flow patterns under diverse operating conditions. These models can complement CFD simulations by
providing faster approximations of flow behavior.

• Data-driven pattern recognition: Incorporating data mining techniques, such as clustering or principal
component analysis, could help identify hidden patterns or anomalies in simulation results. This approach can uncover
subtle dependencies between fluid properties, boundary conditions, and flow outcomes.

• Hybrid simulation frameworks: Combining CFD models with soft computing approaches, such as neuro-fuzzy
systems, could enhance accuracy in predicting complex flow behaviors. This hybrid methodology would be beneficial
for turbulence or non-linear interaction scenarios.

• Optimization studies: Future research could apply optimization algorithms, such as PSO or simulated annealing,
to refine nozzle designs or boundary conditions for improved flow efficiency and reduced energy consumption.

• Expansion to multi-phase flows: Extending the study to multi-phase flows involving gases and liquids could
provide insights into more complex systems. Machine learning models could assist in characterizing interactions
between phases, improving the predictive capabilities of simulations. By leveraging the potential of soft computing
and data mining, future researchers can expand the scope of this work, providing more efficient solutions and deeper
insights into fluid dynamics.

5 Conclusions

In the analysis of viscous and inviscid fluids for water, helium, and hydrogen with velocities between 1 and 5 m/s,
Bernoulli’s theorem shows that an increase in velocity in an inviscid fluid leads to a decrease in static pressure, with
helium reaching a top velocity of 25. In contrast, analysis using the Navier-Stokes equations for viscous liquids such as
water shows that viscosity affects the velocity distribution in laminar flow, where the outlet velocity of water increases
from 5.13 m/s to 23.63 m/s at different viscous conditions. A comparison between these three types of fluids shows
that helium has the most efficient flow rate, followed by hydrogen and water. Understanding viscosity and density
properties is essential in designing fluid flow systems. Bernoulli’s theorem and the Navier-Stokes equations help
predict and optimize system performance for various industrial applications, from aerodynamics to piping engineering.
Further experimental validation and testing are required to refine the theoretical models used.

Simulation analysis of fluid mechanics at the nozzle using air, hydrogen, and helium shows different behavior
based on the physical properties of each fluid. Air, with its higher density and lower kinematic viscosity, exhibits
relatively stable flow characteristics and is closer to the inviscid assumption, especially at low to medium speeds. In
contrast, hydrogen and helium, which have lower densities but relatively more dominant viscosities, show higher
sensitivity to the influence of frictional forces, especially in narrow geometries such as nozzles. In the inviscid flow
scenario, the flow pattern is entirely determined by the variation of pressure and velocity according to Bernoulli’s
principle, resulting in almost uniform behavior for all three fluids. However, when viscosity effects are considered,
hydrogen and helium show sharper differences in pressure and velocity distributions than air, reflecting the strong
influence of viscous forces. These findings emphasize the importance of considering viscosity effects in nozzle design,
especially for low-density fluids such as hydrogen and helium. Meanwhile, the inviscid assumption often remains an
adequate approach for air fluids and provides accurate predictive results with more straightforward calculations.

This analysis shows that selecting the fluid type and understanding viscosity properties are critical in designing
fluid flow systems. Specific recommendations include optimizing nozzle geometry to account for the viscosity
effects of hydrogen and helium, particularly in narrow geometries, to minimize frictional losses and improve flow
efficiency. Gas selection should also consider density and viscosity properties to match application requirements,
such as prioritizing helium for high-efficiency flow systems or air for scenarios where inviscid assumptions suffice.
Bernoulli’s theorem and the Navier-Stokes equations provide robust tools for predicting and optimizing system
performance across various industrial applications, including aerodynamics, piping engineering, and nozzle design.
Further experimental validation and testing are required to refine the theoretical models and validate these design
recommendations.
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