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Abstract: This paper investigates the kinematic solution of cable-driven hyper-redundant manipulators, focusing on
the transformation from the cable-driven space to the joint space. Two forward kinematics solution networks based on
residual networks and bidirectional long short-term memory (BiLSTM) networks are proposed and compared. First, a
single-joint kinematic model is established based on the topology of the cable-driven hyper-redundant manipulator,
providing the mapping relationship between cable length variations and joint angles. The decoupling problem
between the cable-driven space and joint space is analyzed, extending the decoupling method from a two-joint
scenario to a multi-joint scenario, leading to the derivation of coupled equations between cable lengths and joint
angles. Subsequently, both a single-joint forward kinematics solution network and a multi-joint forward kinematics
solution network are designed and trained separately. Finally, their performance is evaluated using a test dataset. The
results demonstrate that the multi-joint forward kinematics solution network significantly outperforms the single-joint
network in terms of both accuracy and computational efficiency.

Keywords: Cable-driven; Hyper-redundant manipulator; Kinematics; Residual network; Long short-term memory
(LSTM) network

1 Introduction

Industrial robots play a crucial role in various application scenarios, significantly improving production efficiency
and safety [1]. However, traditional rigid manipulators have large volumes and limited degrees of freedom, making
them difficult to adapt to complex or narrow environments. In such specific environments, cable-driven hyper-
redundant manipulators exhibit better adaptability [2]. Their driving method is based on rear-mounted motors, with
a separation between the electromechanical system, providing high flexibility and mobility [3]. Therefore, it has
been widely used in tasks such as disaster rescue [4], aerospace [5], aircraft assembly [6], nuclear industry [7] and
surgery [8].

Cable-driven hyper-redundant manipulators are actuated by motors pulling steel cables. Besides the mapping
relationship between the workspace and joint space, there is also a mapping relationship between the cable-driven
space and the joint space [9]. Compared with traditional manipulators, cable-driven hyper-redundant manipulators
possess more degrees of freedom, making their forward kinematics modeling process more complex. Typically, such
problems involve complex nonlinear equations, where the calculation process is not only cumbersome and slow but
may also result in multiple solutions [10]. This paper focuses on exploring the mapping relationship between the
cable-driven space and the joint space.

Xu et al. [11] established a cable coupling relationship and proposed a decoupling method to compensate for the
coupled motion between cables. The above studies indicate that the kinematic equations between the cable-driven
space and the joint space can be solved using both analytical and numerical methods.

Neural networks have shown significant advantages in handling highly nonlinear problems [12, 13]. By employing
multilayer nonlinear processing units, they can effectively capture and model complex nonlinear relationships. Takatani
et al. [14] achieved the kinematic solution for hyper-redundant manipulators by combining multiple neural network
models. Dong et al. [15] established a pre-trained neural network model to obtain its inverse kinematic solution with
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high accuracy. The above studies demonstrate that artificial neural networks perform better than traditional parametric
models when solving the kinematics of cable-driven hyper-redundant manipulators.

Due to the highly coupled nature of the driving cables in cable-driven hyper-redundant manipulators, the coupling
becomes increasingly complex as the number of joints increases. However, there still exist certain relationships
between the cables among different joints and between different cables within the same joint. To address this issue,
this paper proposes two deep learning-based network models to process the forward kinematic relationship between
the cable-driven space and the joint space. Specifically, both networks adopt residual networks [16] and LSTM
networks [17]. Through training and comparison, the model that converges and achieves high-precision forward
kinematic solutions is selected.

The structure of this paper is arranged as follows: Section 2 establishes the forward kinematics model between the
cable-driven space and the joint space based on the decoupling method. Section 3 proposes a single-joint forward
kinematics solution network and a BiLSTM-based forward kinematics network for the overall manipulator. Section 4
analyzes the effectiveness of different networks through comparative experiments. Finally, conclusions are drawn.

2 Forward Kinematics Modeling of the Cable-Driven Space and Joint Space Based on the Decoupling Method

The forward kinematics model of the cable-driven space and joint space mainly aims to solve the mapping
relationship between the joint angles and the cable lengths of the cable-driven hyper-redundant manipulator. Taking
an 8-joint manipulator as an example, due to the coupling relationship between cables, in order to decouple and
simplify the forward kinematics analysis of the cable-driven space and joint space, it is necessary to first establish a
single-joint kinematics model to solve the mapping relationship between three cables li and two joint angles ψ and α.
Then, based on the sequential connection between joints, the multi-joint forward kinematics decoupling analysis is
carried out using the single-joint kinematic equation.

2.1 Analysis of the Mapping Relationship Between Single-Joint Cable Length Variation and Joint Angles

The single joint of a cable-driven hyper-redundant manipulator is mainly composed of a universal joint, forming a
parallel mechanism. Its inputs are the variations of three cables li, and the outputs are the two-degree-of-freedom
joint angles. By changing the lengths of the three cables li between the joint disks, two degrees of freedom can be
controlled, thereby enabling movement in three-dimensional space. To describe the mapping relationship between
cable variations and joint angles, this paper establishes a kinematic model for a single joint, as shown in Figure 1.

Figure 1. Single-joint kinematics model analysis diagram

The plane A1A2A3, centered at O0, represents joint disk 1, while the plane B1B2B3, centered at O2, represents
joint disk 2. The lines A1B1, A2B2, and A3B3 represent the three cables l1, l2, and l3 that drive the joint motion.
Three coordinate systems {0}, {1}, and {2} are established at the center of disk 1O1, the single-joint center, and the
center of disk 2O2, respectively. The Z-axis directions of coordinate systems {0} and {2} are along the robot link
axis, while the X -axis and Y -axis directions correspond to the two rotational degrees of freedom of the joint. Since
β represents the position of the cable on the routing disk, it satisfies β = ̸ BO2Y2 = ̸ AO1Y1.

The transformation relationship from coordinate system {0} to coordinate system {2} can be obtained by solving
the homogeneous transformation matrix from coordinate system {0} to coordinate system {1} and the homogeneous
transformation matrix from coordinate system {1} to coordinate system {2}. Let the distance between coordinate
system {0} and coordinate system {2} be d, then the distance between the disk and the joint center point is d/2.
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Coordinate system {0} first translates along the X0-axis direction by d/2, then rotates around the Z-axis of the
translated coordinate system by angle α to obtain coordinate system {1}. Its homogeneous transformation matrix is
shown in Eq. (1):

0
1T = TransX, d2

RotZ,α =


cα −sα 0 d/2
sα cα 0 0
0 0 1 0
0 0 0 1

 (1)

Coordinate system {1} rotates around the Y1-axis by angle ψ, then translates along the X-axis direction of the
rotated coordinate system by d/2. The homogeneous transformation matrix is shown in Eq. (2):

1
2T = RotY,ψ TransX, d2

=


cψ 0 sψ d

2cα
0 1 0 0

−sψ 0 cψ −d
2sα

0 0 0 1

 (2)

Thus, the homogeneous transformation matrix between coordinate system {0} and coordinate system {2} is
shown in Eq. (3):

0
2T = 0

1T
1
2T =


cαcψ −sα cαsψ d

2 + d
2cαcψ

cψsα cα sαsψ d
2sαcψ

−sψ 0 cψ d
2sψ

0 0 0 1

 (3)

For cables A1B1, A2B2, and A3B3, the only difference lies in the position parameter β of the cable on the routing
disk. Therefore, β is used as the position parameter to obtain the general solution. Here, cable A1B1 is taken as an
example. A1 in coordinate system {0} can be expressed as Eq. (4):

A0
1 =


0

rcβ1
rsβ1
1

 (4)

B1 in coordinate system {2} can be expressed as Eq. (5):

B2
1 =


0

rcβ1
rsβ1
1

 (5)

Using Eq. (3), B1 in coordinate system {0} can be expressed as Eq. (6):

B0
1 = 0

2TB
2
1 =


d
2 − rsαcβ1 +

d
2cαcψ − rcαsψsβ1

rcαcβ1 +
d
2sαcψ − rsαsψsβ1

d
2sψ + rcαsβ1

1

 (6)

Thus, the length of cable A1B1, denoted as l1, is given by Eq. (7):

l1 = |A1B1| =

∣∣∣∣∣∣∣∣
d
2 − rsαcβ1 +

d
2cαcψ − rcαsψsβ1

rcαcβ1 +
d
2sαcψ − rsαsψsβ1 − rcβ1

d
2sψ + rcαsβ1 − rsβ1

1

∣∣∣∣∣∣∣∣ (7)
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Therefore, by providing the two-degree-of-freedom joint angles of the joint, the lengths of the three cables can be
solved. Conversely, given the lengths of the three cables, the two-degree-of-freedom joint angles can be determined,
thereby achieving the forward kinematics analysis of the single-joint cable-driven space and joint space.

The cable length calculation formula is given in Eq. (8):

f(ψ, α, β) =

((
d

2
− rsαcβ +

d

2
cαcψ − rcαsψsβ

)2

+

(
d

2
sψ + rcαsβ − rsβ

)2

+

(
rcαcβ +

d

2
sαcψ − rsαsψsβ − rcβ

)2
)1/2

(8)

2.2 Decoupling Analysis of the Two-Joint Cable-Driven Space and Joint Space

For the hyper-redundant robotic structure studied in this paper, the cable-driven device is placed in the base drive
control module located at the root joint of the robot. Therefore, for the cable group in the n-th joint, its cable group
passes through all the previous joints, which leads to coupling effects between the joints. Any movement of the joints
before the n-th joint will affect the total length of the cable group in the n-th joint.

According to the serial structure of the robot, the joints are connected in series. When considering the space
of two joints, the cables of Joint 2 must pass through the two routing discs of Joint 1 before they can be connected
to the second routing disc of Joint 2. Any arbitrary motion of the two degrees of freedom of Joint 1 will affect the
cable group length of Joint 2 at Joint 1, thereby affecting the overall cable length of the second group, thus forming
a coupling relationship. Although the movement of Joint 1 affects the cable group length of Joint 2, the arbitrary
movement of the two degrees of freedom of Joint 2 does not affect the cable group length of Joint 1. Therefore, this
paper only studies the decoupling analysis of Joint 2 with respect to Joint 1.

Since the robot achieves motion through cable control, this study adopts the variation of the cable length, i.e., the
change in cable length from the first routing disc of Joint 1 to the second routing disc of Joint 2 relative to the initial
state.

Let the two-degree-of-freedom joint angles of Joint 1 and Joint 2 be ψ1, α1 and ψ2, α2, and the positions of the
cables in Joint 1 and Joint 2 on the routing discs be β1 and β2, respectively. The cable length variation of Joint 2
mainly consists of two parts: (1) The cable variation caused by the rotation of the two joint angles ψ2, α2 of Joint 2
itself; (2) The cable variation of Joint 2 due to the coupling effect caused by the rotation of the two joint angles ψ1, α1

of Joint 1.
For the cable variation caused by the rotation of the two joint angles ψ2, α2 of Joint 2 itself, the variation of the

three cables is given by Eq. (9):

 ∆l2 1 = f (ψ2, α2, β2)− d
∆l2 2 = f (ψ2, α2, β2 + 120◦)− d
∆l2 3 = f (ψ2, α2, β2 + 240◦)− d

(9)

where, ∆li j represents the variation of the j-th cable in the i-th joint, and f(ψ, α, β) is the cable length calculation
formula.

For the cable variation of Joint 2 due to the coupling effect caused by the rotation of the two joint angles ψ1, α1 of
Joint 1, when Joint 1 moves, the cable length of Joint 2 passing through Joint 1 also changes with ψ1, α1. Therefore,
to eliminate the coupling effect caused by the motion of Joint 1, the cable length variation of Joint 2 needs to include
the variation caused by the coupling effect, which is given by Eq. (10): ∆l2 1

′ = f (ψ1, α1, β2)− d
∆l2 2

′ = f (ψ1, α1, β2 + 120◦)− d
∆l2 3

′ = f (ψ1, α1, β2 + 240◦)− d
(10)

where, ∆li j ′ represents the variation of the j-th cable in the i-th joint due to the coupling effect.
Thus, the total cable length variation of Joint 2 is given by Eq. (11):

 ∆l21 = ∆l2 1 +∆l2 1
′ = f (ψ2, α2, β2) + f (ψ1, α1, β2)− 2d

∆l22 = ∆l2 2 +∆l2 2
′ = f (ψ2, α2, β2 + 120◦) + f (ψ1, α1, β2 + 120◦)− 2d

∆l23 = ∆l2 3 +∆l2 3
′ = f (ψ2, α2, β2 + 240◦) + f (ψ1, α1, β2 + 240◦)− 2d

(11)

where, ∆lij represents the total variation of the j-th cable in the i-th joint.
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2.3 Multi-joint Cable-Driven Space and Joint Space Decoupling Analysis

The super-redundant robot is mainly composed of 8 serially connected joints, and its coupling relationship is
more complex. The decoupling analysis between the cable-driven space and joint space of the two joints obtained
earlier is used to simplify the overall decoupling analysis of the robot. In this paper, the method mentioned above is
used, and an iterative approach is applied to solve the total length of the cable groups for each joint.

Let the two degrees of freedom rotation angles of joint n be ψn, αn, and the total cable length change of joint n
be ∆lni(i = 1, 2, 3), where the position of the cable at the first joint’s wiring disk is βn. The expression for ∆lni is
given by Eq. (12):

 ∆ln1 =
∑n
k=1 (f (ψk, αk, βn))− nd

∆ln2 =
∑n
k=1 (f (ψk, αk, βn + 120◦))− nd

∆ln3 =
∑n
k=1 (f (ψk, αk, βn + 240◦))− nd

(12)

The overall inverse kinematics analysis is based on the known joint angle sets ψ1, α1, . . . , ψ8, α8, and the total
cable length change for each joint, ∆li1,∆li2,∆li3(i = 1, 2 . . . 7, 8), is calculated using Eq. (12).

3 BiLSTM-Based Forward Kinematics Solution Network Design

Let the 16 joint angles of the 8 universal joints be θ(t) = [θ1, θ2, . . . , θ16]; the 24 cable length change amounts on
the 8 joints be ∆l(t) = [∆l1,∆l2, . . . ,∆l8], where ∆li is the 3 cable length changes at the i-th joint [∆li1,∆li2,∆li3].
The forward kinematics solution network structure, training process, and performance evaluation are introduced
below.

3.1 Basic Network Structure Design

A single residual fully connected module is shown in Figure 2. A short connection mechanism is used to solve the
vanishing gradient problem in deep network training. In each residual module, the input passes through two fully
connected layers and is added to the output through a short connection. By using the short connection and addition
operation, the network can learn the difference, i.e., the residual, between the input and output, thus training and
fitting more effectively. Finally, the residual modules are stacked to form the fully connected network.

For the BiLSTM-based network, the design goal is to analyze the sequential relationships between joint coordinate
points. The BiLSTM network is based on the LSTM architecture, as shown in Figure 3. Each BiLSTM network
consists of two LSTM networks, where each LSTM network has two inputs: the current feature input and the hidden
layer. Compared to the unidirectional LSTM network, the BiLSTM network can better encode the relevant information
between the input elements, capturing the associations in the input sequence during both forward and backward
propagation.

For the forward kinematics solution of joint space and cable-driven space, two main network structures have been
attempted. The first one is a single-joint space and cable-driven space forward kinematics network based on the
decoupling method, aiming to handle the forward kinematics solution of each joint separately and calculate all joint
angles through decoupling. The second one is the overall joint space and cable-driven space forward kinematics
network, aiming to process the forward kinematics solution of all joints simultaneously.

Figure 2. Single residual fully connected block
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Figure 3. Basic BiLSTM network structure

3.2 Single-Joint Forward Kinematics Solution Network

First, a network based on BiLSTM combined with the decoupling method for single-joint forward kinematics
solution is proposed, called the Single Joint Kinematic Solution Network based on BiLSTM (SJ-BiLSTM). The
network uses a structure that combines BiLSTM layers and fully connected layers. The network input is the position
βn of the first cable on the disk and the three cable length changes ∆lni(i = 1, 2, 3) at the joint, while the network
output is the two joint angles ψn and αn of the two degrees of freedom of the joint. Figure 4 shows the network
structure of the single-joint space and cable space, and the network structure parameters are shown in Table 1.

Figure 4. Single-joint forward kinematics network structure

Table 1. Single-joint forward kinematics network structure parameters

Network Layer Name Network Output Dimension Number of Layers in Module
Input Layer 4 -

BiLSTM Layer 2× Batch Size -
Residual Fully Connected Module 1 2× Batch Size 2
Residual Fully Connected Module 2 2× Batch Size 2
Residual Fully Connected Module 3 2× Batch Size 2

Fully Connected Layer 1 2 -

After training the single-joint forward kinematics network, the decoupling method is used to solve the 16 joint
angles θ(t) of the overall super-redundant robot. The specific method is as follows: Starting from the base, the joint
angles ψi and αi(i = 1, 2, . . . ,n) of each joint are solved in sequence according to the joint order. When solving the
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two joint angles ψi and αi of joint i, the total cable length change of joints 1 to i− 1 is calculated based on the joint
angles of the previous i− 1 joints, and then subtracted from the current cable change of joint i. This gives the cable
length change caused by the two degrees of freedom of joint angle at joint i. This value, along with the first cable
position βi, is input into the single-joint forward kinematics solution network to calculate ψn and αn.

3.3 Multi-Joint Forward Kinematics Solution Network

Furthermore, a network directly based on BiLSTM for multi-joint forward kinematics solution is proposed, called
the Multiple Joints Kinematic Solution Network based on BiLSTM (MJ-BiLSTM). The network input is the 3-channel
8 sets of cable length changes ∆l(t), while the network output is the 16 joint angles θ(t). The overall joint space and
cable-driven space forward kinematics network is shown in Figure 5, and the network structure parameters are shown
in Table 2.

Figure 5. Multi-joint forward kinematics solution network structure

Table 2. Multi-joint forward kinematics solution network structure parameters

Network Layer Name Network Output Dimension
Input Layer 16

BiLSTM Layer 2× Batch Size
Fully Connected Layer 1 24

3.4 Deep Network Training Set Generation

Deep learning is a supervised learning method that requires the given features and corresponding expected target
values as training samples. In the training of the forward kinematics model for the superredundant robot, two sample
sets need to be constructed. The first sample set is for the single-joint space and cable-driven space forward kinematics
model. Through the mapping relationship derived in Section 2.2, and setting the two joint angles ψn and αn to change
within the range of −30◦ to 30◦ with a step size of 0.1◦, and the first cable position βn to change within the range of
0◦ to 119◦ with a step size of 1◦, a dataset containing 43, 344, 240 data points is generated. The second sample set
is for the overall joint space and cable-driven space forward kinematics model. Through the mapping relationship
derived in Section 2.3, and setting the 16 joint angles ψn and αn to change within the range of −30◦ to 30◦ with a
step size of 0.1◦, along with the cable length changes, a dataset containing 50,000,000 data points is generated.
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3.5 Deep Network Training Settings and Training Method
3.5.1 Deep network loss function settings

In deep network training, the loss function is used to measure the difference between the model’s predicted result
and the actual target. The loss function used in the deep network training in this paper is the Mean Squared Error
(MSE). MSE calculates the squared differences between the predicted and actual values and finds the average of these
squared differences. The formula for MSE is shown in Eq. (13):

MSE =

∑
(yi − ŷl)

2

n
(13)

where, n is the number of samples, yi is the actual target value, and ŷi is the model’s predicted value. The smaller the
MSE loss function, the smaller the difference between the model’s predicted result and the actual value, meaning the
model’s fitting effect is better. Therefore, the deep network model parameters can be adjusted to minimize the MSE
loss function, gradually improving prediction accuracy.
3.5.2 Training data preprocessing

In deep learning, preprocessing the model’s input is a common step [18]. This is because the dataset may have
bias, which makes the network weights sensitive to changes and difficult to optimize the network parameters during
gradient descent. The preprocessing method used in this paper is standardization, which converts the dataset’s
input to a distribution with a mean of zero, thereby improving the deep network’s performance. The formula for
standardization is shown in Eq. (14):

x′ =
x− µ

σ
(14)

where, x is the original dataset input, x′ is the standardized data, µ is the mean of the dataset input, and σ is the
standard deviation of the dataset input. By calculating the difference between the input data and the mean, and
dividing by the standard deviation, the input data can be standardized to a distribution with a mean of 0 and a standard
deviation of 1. By making the input data have a uniform scale and distribution, the stability of gradient descent and
network optimization can be improved, thus accelerating the network’s convergence speed.
3.5.3 Learning rate decay

The learning rate in deep learning determines the step size for each parameter update. A proper learning rate helps
the optimization algorithm effectively converge to a global optimal solution or local optimal solution. A learning rate
that is too high may cause parameter updates to be too large, missing the optimal solution, while a learning rate that is
too low may result in slow convergence and require more training time. Therefore, selecting a proper learning rate is
an essential part of deep network training.

In learning rate settings, constant learning rate and variable learning rate are two common methods [19]. A
constant learning rate remains unchanged throughout the training process, usually chosen based on experience.
However, a constant learning rate cannot adapt to the different needs of training at various stages, which may lead to
poor performance in the early or late stages of training.

In contrast, a variable learning rate is a more flexible method of setting the learning rate [20]. In this method,
the learning rate gradually decreases as the network training progresses. By appropriately adjusting the size of the
learning rate and its change strategy, the model’s convergence speed and performance can be improved. This paper
adopts the variable learning rate method, gradually lowering the learning rate, allowing the model parameters to
converge more finely to the optimal position in the later stages of training. This approach helps the optimization
algorithm better explore the parameter space, avoiding large parameter update steps and thus improving the model’s
convergence and generalization ability.

4 Experiment and Discussion

In order to analyze and compare the models, this paper uses the validation dataset for prediction and employs
two commonly used evaluation metrics: Mean Absolute Error (MAE) and Root Mean Square Error (RMSE). By
calculating the difference between the predicted values and the actual values, the prediction accuracy is quantified,
and the performance of the two models is compared.

Figure 6 and Figure 7 show the convergence of the two models, and it can be seen that both networks can effectively
converge.

For the single-joint forward kinematics solving network, it can predict the change in the cable group length for a
single joint and then use the traditional decoupling method to recursively solve for the robot’s 16 joint angles. The
MAE and RMSE of SJ-BiLSTM are shown in Figure 8, the joint angle errors solved by SJ-BiLSTM are shown in
Figure 9.
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Figure 6. Convergence of SJ-BiLSTM

Figure 7. Convergence of MJ-BiLSTM

Figure 8. MAE and RMSE of SJ-BiLSTM
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Figure 9. Joint angle errors solved by SJ-BiLSTM

Figure 10. MAE and RMSE of MJ-BiLSTM

Table 3. Comparison of network performance

Model MAE RSME Time (s)
SJ-BiLSTM 0.1295 0.1845 1151.6 s
MJ-BiLSTM 0.0084 0.0110 101.0 s

The multi-joint forward kinematics solving network directly predicts the 24 cable length change values as input.
The MAE and RMSE of the joint angles are shown in Figure 10, and the cable length change errors are shown in
Figure 11.

Comparing the average MAE and RMSE values and solving time of the two models, the results are shown in
Table 3. It can be seen that the multi-joint forward kinematics solving network has smaller MAE and RMSE, which
are an order of magnitude smaller than those of the single-joint forward kinematics solving network; and in terms of
computation time, the multi-joint forward kinematics solving network does not require the decoupling method for
recursively solving the robot joint angles, so its computational time is less than one-tenth of that of the single-joint
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forward kinematics solving network.
Furthermore, the average value and standard deviation of the joint angle absolute errors solved by the two models

are intuitively plotted on the same graph for comparison, as shown in Figure 12. It can be seen that due to the need for
recursive solving in the single-joint forward kinematics solving network, the solving errors gradually accumulate and
increase, while the multi-joint forward kinematics solving network does not have accumulated errors.

Figure 11. Joint angle errors solved by MJ-BiLSTM

Figure 12. Distribution of joint angle absolute error mean and standard deviation for joint space and cable-driven
space forward kinematics networks

5 Conclusions

This paper investigated the BiLSTM-based forward kinematics solving method for a 24-cable-driven ultra-
redundant robotic arm. First, the single-joint kinematic model of the cable-driven ultra-redundant robotic arm was
established, and the mapping relationship between cable length and joint angle was explored. Based on this, the
coupling equations between cable length and joint angles are derived. Then, two network design ideas were proposed:
one for solving single-joint forward kinematics and the other for solving multi-joint forward kinematics using BiLSTM,
leading to the design of two network structures, SJ-BiLSTM and MJ-BiLSTM.

Through comparative experiments, we found that the multi-joint forward kinematics solving network not only
outperforms the single-joint forward kinematics solving network in accuracy but also has a significant advantage in
computational efficiency, with its computation time being only one-tenth that of the single-joint forward kinematics
solving network.
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The study verifies the feasibility and effectiveness of BiLSTM-based forward kinematics solving for cable-driven
ultra-redundant robotic arms. It provides a new approach for kinematic modeling of cable-driven ultra-redundant
robotic arms and serves as a reference for the application of deep learning in robotic kinematics problems. Future
research can further optimize the network structure, improve the model’s generalization ability, and extend its
application in more complex environments.

Data Availability

The data used to support the research findings are available from the corresponding author upon request.

Conflicts of Interest

The authors declare no conflict of interest.

References

[1] M. R. Pedersen, L. Nalpantidis, R. S. Andersen, C. Schou, S. Bøgh, V. Krüger, and O. Madsen, “Robot skills for
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